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Abstract

The footprint of a turbulent flux measurement defines its spatial context. With the onset of long-term flux measurement
sites over forests and other inherently inhomogeneous areas, and the development of the FLUXNET program, the need for
flux footprint estimations has grown dramatically. This paper provides an overview of existing footprint modeling approaches
in the critical light of hindsight and discusses their respective strengths and weaknesses. The second main objective of
this paper is to establish a formal connection between micrometeorological measurements of scalar fluxes and their mass
conservation equation, in a surface–vegetation–atmosphere volume. An important focus is to identify the limitations of the
footprint concept and to point out situations where the application of footprint models may lead to erroneous conclusions, as
much as to demonstrate its utility and power where warranted. Finally, a perspective on the current state-of-the-art of footprint
modeling is offered, with a list of challenges and suggestions for future directions.
© 2002 Elsevier Science B.V. All rights reserved.
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1. Introduction

Why do we need footprint models? The footprint
of a turbulent flux measurement defines the spatial
context of the measurement. It is something akin to
the “field of view” of the measurement of surface at-
mosphere exchange. When turbulent flux sensors are
deployed, the objective is usually to measure signals
that reflect the influence of the underlying surface on
the turbulent exchange. Over a homogeneous surface,
the exact location of a sensor is not an issue, because
the fluxes from all parts of the surface are by defini-
tion equal. However, if the surface is inhomogeneous,
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the measured signal depends on which part of the
surface has the strongest influence on the sensor, and
thus on the location and size of its footprint.

The growing importance of observational issues
over inhomogeneous terrain is illustrated by the num-
ber of publications per year relating to the footprint
concept. Since 1972, when Pasquill’s original paper
on theeffective fetchwas published, these have been
increasing exponentially with a doubling period of
about 3–4 years. This development is in parallel with
a shift of focus of micrometeorology from “ideal” ho-
mogeneous sites to inhomogeneous areas of naturally
variable land cover and urban areas. Over inhomo-
geneous sites, the horizontal and vertical variability
of measured fluxes of surface–atmosphere exchange
must be accounted for, and the question of spatial
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representativeness of flux measurements arises. In the
face of these growing concerns, the footprint concept
provides a quantitative tool to establish the spatial
frame of reference of surface–atmosphere exchange
measurements. Here, the termfootprint is used to
summarize the notions of effective fetch, source area
or sensor footprints, but each of these terms will be
defined more formally, below.

In Section 2, the development history of the foot-
print concept is outlined briefly, starting with no-
tions of fetch and internal boundary layers. This is
followed by an overview of different existing flux
footprint modeling approaches and their respective
strengths and weaknesses. Specific applications of
footprint models are mentioned where the con-
text demands this, but a detailed review of foot-
print applications is beyond the purpose of this
paper.

The second main objective of this paper is to review
the theoretical foundations of the footprint concept
in a critical light, by establishing a formal connection
between micrometeorological measurements of fluxes
or concentrations of trace gases above a vegetation
canopy and their mass conservation equation, in a
surface–vegetation–atmosphere volume (Section 3).
An important focus is to identify the limitations of the
footprint concept and to point out situations where the
application of footprint models may lead to erroneous
conclusions, as much as to demonstrate its utility and
power were warranted.

Finally, a perspective on the future requirements
and potential of the flux footprint approach is offered
in Section 4, closing with a summary of problems,
challenges, and potential research questions in flux
footprint modeling.

2. Concept and model approaches of the flux
footprint and its variants

The footprint of a measurement is the transfer
function between the measured value and the set of
forcings on the surface–atmosphere interface. For-
mally, this notion is expressed in an integral equation,
following Pasquill and Smith (1983):

η(r) =
∫
R
Qη(r + r′)f (r, r′)dr′ (1)

Fig. 1. Schematic of the source weight function, or footprint
function. The source weight is small for small separation distances.
It rises to a maximum with increasing distance and then falls off
again to all sides as the separation is further increased (adapted
from Schmid, 1994).

whereη is the measured value at locationr,Qη(r+r′)
the distribution of source or sink strength in the
surface–vegetation volume, andf(r, r′) is the foot-
print or transfer function, depending onr, and on the
separation between measurement and forcing,r′. The
integration is performed over a domainR. Fig. 1 is a
schematic representation of the footprint function and
its relation to a sensor at height above the surface. In
contrast to radiation footprints (Schmid, 1997), the
turbulent transport footprint is not symmetric about
the vertical axis of the sensor. Generally, the value
of the footprint function or source weight,f, rises to
a maximum at some distance upstream and falls off
smoothly to all sides. The integral beneath the foot-
print function expresses the total surface influence on
the signal measured by the sensor.

This general relation defines the footprint and,
with some limitations, is common to all sensor foot-
prints or related concepts. Differences exist in the
type of measured quantity,η (e.g., scalar flux, bulk
gradient, Bowen ratio, or scalar concentration over a
given background), in the approach to estimate the
transfer function,f (e.g., Eulerian analytical or nu-
merical, or Lagrangian stochastic (LS) simulation),
in the degree of symmetry and homogeneity assumed
in the flow in whichf is embedded, and in the spec-
ification of the integration domain,R. In the follow-
ing, various approaches and variants to the footprint
concept are discussed by outlining its development
history.
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2.1. Internal boundary layers and Pasquill’s
effective fetch

In the pre-history of the footprint concept are
considerations of internal boundary layer growth, in
response to flow across a step-change in the thermal
or mechanical surface forcing, going back to the orig-
inal study byElliott (1958). Garratt (1990)provides
a comprehensive review of internal boundary layer
work. In the case of a discrete crosswind discontinu-
ity, the degree of readjustment to new conditions can
be described by various boundary layer interfaces of
growing depth with distance downwind of the surface
transition, based on a balance of horizontal advection
and vertical turbulent diffusion. One such interface
marks the initial modification of the concentration,
flux, or flow field by the downstream surface. The
height of this initial modification interface (IMIF)
is defined as the height, up to which the flow con-
ditions deviate from the upstream equilibrium by
more than a small arbitrary factor (e.g.,Peterson,
1969). The height to which the flow is in equilibrium
with the downstream surface (the equilibrium inter-
face, EIF) is assumed about 10% of the IMIF height
(Peterson, 1969; Perrier and Tuzet, 1991). Elliott
(1958) and Schlichting (1968)found that the depth
of these interfacial layers in neutral conditions grow
with distance from the surface transition in a 4/5
power law relationship. Despite efforts byPanofsky
(1973), Rao (1975), andHøjstrup (1981), among oth-
ers, to enhance the physical basis of internal boundary
layer growth estimates, the 4/5 power relation be-
tween fetch and height was commonly used, and even
simplified into an approximate 1/100 height to fetch
ratio as a rule-of-thumb for measurements downwind
of surface discontinuities (Garratt, 1990). Due to its
simplicity, the use of this rule-of-thumb remained
widespread, although it was shown to be inadequate
and outdated (Leclerc and Thurtell, 1990).

Simple fetch estimates and the internal boundary
layer approach become unsuitable, if the problem of
surface inhomogeneity is extended to two-dimensional
surface patchiness, rather than a one-dimensional
crosswind discontinuity. This problem was first ad-
dressed byPasquill (1972), who suggested an analogy
between the developing zone of influence downwind
from a surface element, and a diffusing plume of a
scalar emitted at that surface element.Pasquill (1972)

developed his analysis for a “momentum plume”,
where the surface elements appear as individual sinks.
He postulated that, regarding a particular elementary
area in isolation, the momentum deficit that this sink
produces at a given height rises to a maximum at a
distance downwind and then falls off continuously as
distance is further increased. If the momentum deficit
plume can be geometrically inverted, it is identical
to the distribution of the influence that each elemen-
tal surface momentum sink exerts on the momentum
deficit at a given reference location above the surface.
Pasquill’s assumption of Gaussian diffusion in both
vertical and lateral direction, allowed him to adopt
Smith’s (1957) reciprocal relation for ground and
elevated sources to achieve the plume inversion. He
concluded that the functional form of the “momen-
tum deficit distribution” is precisely that contained in
the theoretical ground-level concentration distribution
from an elevated scalar diffusion source.

Although this is not formally presented in this way
by Pasquill (1972), his rationale follows the integral
transfer function approach of (1). His inverted “mo-
mentum deficit distribution” implies the idea of a
footprint transfer function for momentum, and he used
the “momentum sink”–“scalar source” analogy to es-
timate the footprint by a Gaussian diffusion model.
Pasquill (1972)defined a surface area of influence,
which he termed theeffective fetch, bounded by a
concentration isopleth of the plume, with the arbitrary
value of half of the maximum concentration. The
dimensions of this approximately elliptical effective
fetch region, relative to a sensor location, depend on
the sensor height, the surface roughness, and atmo-
spheric stability. Pasquill’s effective fetch estimates
are the first attempt documented in the literature, to
account for the spatial context of measurements of
some aspect of turbulent exchange over a surface with
two-dimensional irregular patchiness.

2.2. The inverted plume assumption

Although Pasquill (1972)obviously considered a
flow field that is perturbed by the surface patchiness,
the inverted plume assumption contains an inherent
contradiction, because it implicitly requires that the
surface roughness and stability are uniform in the re-
gion. As will be seen, the majority of current footprint
models rely implicitly or explicitly on some form of
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the inverted plume assumption. Accordingly, careful
considerations of its ramifications are warranted here.

In terms of (1), the inverted plume approach as-
sumes that the footprint function,f, is only dependent
on the separation vector between source and sen-
sor, r′, and not on the location,r, itself, so that it is
postulated that

f (r, r′) ≈ f (r′) (2)

A consequence of (2) is thatf(r′) must also be indepen-
dent ofQη in (1). If there is a spatially variable forcing
Qη that affects not onlyη(r), but also the turbulence
field, and thusf, the inverted plume approach is fun-
damentally flawed. This is obviously the case for the
distribution of momentum sinks, as inPasquill (1972),
or spatial variations in buoyancy production within the
integration domain,R, of (1). However, if individual
surface elements are of a length scaleλ, and the sensor
height, for which a footprint is evaluated, iszm � λ,
it may be assumed that turbulent mixing and the inte-
gral in (1) cancel individual spatial perturbations inf.
In this case, the constraint (2) takes the form of a lin-
earization or small-perturbation approximation by re-
quiring thatf be dependent only on the spatial integral
of the dynamically active surface forcings, and not
on its spatial perturbations. Alternately, iff is decom-
posed into a spatial average〈 f 〉 and perturbationsf ′′,
then

η(r)=
∫
R
Qη(r + r′)〈f 〉(r′)dr′

+
∫
R
Qη(r + r′)f ′′(r′)dr′ (3)

and the inverted plume assumption requires that∫
R
Qη(r + r′)〈f 〉(r′)dr′ �

∫
R
Qη(r + r′)f ′′(r′)dr′

(4)

Some aspects of spatial averages over inhomogeneous
areas are revisited inSection 3.

In summary, the inverted plume assumption is seen
to be valid in areas where the spatial inhomogeneities
are primarily due to variations in the source or sink
strength of passive scalars, and any variations in
mechanical or thermal turbulence production are con-
fined to small length scales, compared to the reference
height of footprint considerations.

2.3. The cumulative effective fetch ofGash (1986)

Gash (1986)adoptedPasquill’s (1972)idea to view
an area of heterogeneous surface fluxes as an array
of elemental sources in a two-dimensional flow ap-
proach. He estimated the effect of a limited fetch for
evaporation measurements by considering an upwind
array of spanwise elemental line sources, each occu-
pying an infinitesimal strip of width�x. For a sensor
mounted at a heightzm, water vapor diffusing from a
distancex is on average sensed with a concentration
ρv(x, zm). To obtain an equation for this concen-
tration, Gash (1986)applied an analytical solution
by Calder (1952)to the basic advection-diffusion
equation, assuming neutral stratification and a uni-
form wind velocity that is independent of height,
U. After differentiation with respect tozm and in-
tegration with respect tox, from zero to a distance
xL, he obtained an equation for the vertical concen-
tration gradient atzm as caused by the evaporation
(E) from a (uniform) strip of streamwise dimension
xL

∂ρv(zm)

∂zm
= − E

ku∗zm
exp

[
− Uzm

ku∗xL

]
(5)

where k is von Kàrmàn’s constant. With a uniform
eddy diffusivity,K(zm) = ku∗zm, the gradient atzm
is proportional to the turbulent flux due to sources
on the stripxL. As xL approaches infinity, (5) takes
the form of the familiar surface layer flux–gradient
relation for homogeneous and neutral conditions with
unlimited fetch. Taking the ratio of the flux due to
xL to the homogeneous flux (xL = ∞) as F, leads
to the definition ofxF as the “F-fraction effective
fetch”

xF = − Uzm

ku∗ ln(F )
(6)

(Gash (1986)expressedF in percent, so that the
argument in the logarithm of (6) becomesF/100).

In (6), F is an integral footprint function that ex-
presses the upstream-integrated source weight as the
portion of a measured flux contributed by sources
within a limited fetch, scaled by the total flux from
sources in an unlimited fetch (Fig. 2a). Gash (1986)
did not discuss a differential footprint function as
defined by (1), but, as pointed out bySchuepp
et al. (1990), the correspondingf (x) = dF/dx for
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Fig. 2. (a) Cumulative flux footprint curves for the analytical model
of Gash (1986)andSchuepp et al. (1990). The shape of the curves
is similar to those of other models. Thus, they are shown here
as illustrative examples. (b) Same as (a), but for the differential
footprint. The shape of the curves is similar to those of other
models. Thus, they are shown here as illustrative examples.

two-dimensional flow follows from (6) as

f (x) = Uzm

ku∗x2
exp

[
− Uzm

ku∗x

]
(7)

Clearly, this flux footprint relationship (Fig. 2b) is de-
rived using crude and unrealistic assumptions, but its
overall characteristics are the same as those of more
sophisticated modern footprint models. In this sense,

Gash (1986)is the first study that refers to a form
of flux footprint in the way the term is used today in
micrometeorology.

2.4. The source area ofSchmid and Oke (1988, 1990)

Similar to Pasquill’s (1972) original approach,
Schmid (1988)and Schmid and Oke (1988, 1990)
(henceforth, SO88/90) used the concentration distri-
bution from a continuous point source of a passive
scalar to approximate the footprint function for a
sensor mounted at height. The footprint or source
weight distribution function provides information
about the relative weights of individual point sources.
However, from an experimental perspective it is sig-
nificant to obtain an estimate of what region of the
surface is most effectively influencing the measured
signal. SO88/90 considered the smallest possible area
to be responsible for a given relative weight,P, (half,
say P = 0.5) to the measured value and termed it
the source areaof level P. They showed that this
source area,ΩP , is bounded by a footprint isopleth
f (x′, y′, zm) = fP (seeFig. 1), such thatP is the
fraction of the total integrated footprint function,�tot,
contained in the source area

P = ϕP

ϕtot
=

∫∫
ΩP

f (x′, y′, zm)dx′ dy′

+∞∫
−∞

+∞∫
−∞
f (x′, y′, zm)dx′ dy′

(8)

whereϕP is the integral of the footprint over the source
area,ΩP . The source area approach combines ele-
ments of bothPasquill’s (1972)andGash’s (1986)ear-
lier work: it considers a two-dimensional area bounded
by a footprint function isopleth (likePasquill, 1972),
but in contrast toPasquill (1972)the bounding isopleth
is defined by the fraction of the integrated footprint
contained in it, similar toGash’s (1986)cumulative
footprint.

To obtain an estimate forf (x′, y′, zm), SO88/90
used the plume diffusion model byGryning et al.
(1987). In contrast to the earlier footprint work, this
model takes account of the non-Gaussian diffusion in
the vertical, and the shape of the profile is expressed
in terms of Monin–Obukhov (M–O) similarity theory.
Using van Ulden’s (1978)analytical solution to the
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advection-diffusion equation, it assumes self-similar
profiles of wind velocity and eddy diffusivity ex-
pressed by power laws that are subsequently matched
to M–O similarity surface-layer profiles (Gryning
et al., 1987). Like Pasquill (1972), SO88/90 approxi-
mated the footprint function by the three-dimensional
concentration distribution. Thus, their footprint and
source area estimates are valid only for measurements
of scalar concentrations, but not fluxes (Horst and
Weil, 1992; Schmid, 1994). To address this problem
Schmid (1994)adapted the analytical flux footprint
expression ofHorst and Weil (1992)to obtain a source
area model for passive scalar fluxes, and to expand
the range of stability over which it can be applied. It
turns out that the flux source areas are smaller than
the concentration source areas, but show very similar
dependence on measurement height and stability (see
alsoWilson and Swaters, 1991).

The location of the bounding isopleth for the
P-level source area,f (x′, y′, zm) = fP , cannot be
expressed explicitly asy′ = f−1(x′|f = fP ). The
dimensions of the isopleth need to be determined
numerically. To facilitate the use of their source
area model,Schmid and Oke (1990), and Schmid
(1994) presented parameterization formulae for the
principal source area dimensions as functions of mea-
surement height, stability, and crosswind turbulence.
While these formulae are very easy to use, they are
valid only over a limited interval of heights and
stability.

Using the source area models of SO88/90,Schmid
et al. (1991)provided the first experimental evidence
that the footprint approach expresses the spatial rep-
resentativeness of turbulent flux measurements over
inhomogeneous areas. They showed that the me-
dian of the difference in heat flux, measured by two
spatially separated sensors, reduces with increasing
source area size (see their Fig. 9). With a larger source
area, the sensor is implicitly averaging over a larger
area, and the measurement becomes more spatially
representative.

2.5. Eulerian analytic flux footprint models

The term flux footprint was coined bySchuepp
et al. (1990). This study was also the first to present a
differential footprint model, as defined by (1), for the
flux of a passive scalar under neutral conditions. They

explored several approaches to the advection-diffusion
equation, and then pursued the approximate solu-
tion by Calder (1952)further, as proposed byGash
(1986). They found good qualitative agreement be-
tween aircraft measurements of CO2 flux profiles
across an isolated flat island and predictions by the
equivalent of (7). A comparison with footprint calcu-
lations based on Lagrangian simulations of particle
trajectories byLeclerc and Thurtell (1990)points to
two important weaknesses of Calder’s solution: first,
the constantU/u∗ in (7), and second, the limitation to
neutral stability.

Both of these limitations were overcome by the foot-
print model ofHorst and Weil (1992). They extended
the results ofSchuepp et al. (1990)with a more re-
alistic analytic dispersion model that accounts for the
effects of atmospheric stability and the variations of
wind speed with height within the limits of the surface
layer scaling regime (Holtslag and Nieuwstadt, 1986).
The original Horst and Weil model (henceforth, the
HW-model) was further developed in a series of pa-
pers (Horst and Weil, 1994, 1995; Finn et al., 1996).
The currently recommended version of the HW-model
is summarized inHorst (1999).

Horst and Weil (1992)showed that the dependence
of the flux footprint on crosswind location is propor-
tional to the crosswind concentration distribution for
a unit surface point source. Like SO88/90 in their
source area model,Horst and Weil (1992)used an
approximate vertical concentration profile equation
proposed byvan Ulden (1978)and Horst (1979)to
formulate the crosswind integrated flux footprint,
f̄ y :

f̄ y(x, zm) = −
∫ zm

z0

ū(z)
∂

∂x
C̄y(x, z)dz (9)

where the crosswind integrated concentration,C̄y was
given byvan Ulden (1978)as

C̄y(x, z) = A

Uz̄
exp

{
−

(
z

bz̄

)r}
(10)

Here, A and b are given as functions of the expo-
nent (or shape parameter),r. Gryning et al. (1983)
provided an approximate formula forr in terms of
the mass-weighted mean plume height,z̄(x), and
stability. U is the mass-weighted mean plume veloc-
ity. Although van Ulden’s solution is analytic, it is
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implicit in x by

z̄(x) =
∫ ∞

0 zC̄
y(x, z)dz∫ ∞

0 zC̄
y(x, z)dz

(11)

Using K-theory, van Ulden (1978)expressed the
growth rate ofz̄(x) as

dz̄

dx
= K(pz̄)

ū(pz̄)pz̄
(12)

where K is the eddy diffusivity, andp is a (weak)
function of r.

Approximate (implicit) formulae for bothU and
dz̄/dx, in terms of M–O similarity relations, were
given byGryning et al. (1983, 1987). Horst and Weil
(1994, 1995)provided an exact analytical solution
for x(z̄) that needs to be inverted numerically. Thus,
although the HW-model is expressed by analytic
formulae, it can only be evaluated numerically.

Horst and Weil (1992)presented a normalized
crosswind integrated footprint,F, which strongly de-
pends on̄z/zm, and exhibits only very weak remain-
ing dependence on stability and surface roughness,
because these dependences are already accounted for
by z̄/zm

Φ = zmf̄
y(x, zm)

dz̄/dx
(13)

They demonstrated this universality by a comparison
with an LS footprint model. To address the problem
that their model can only be evaluated numerically,
Horst and Weil (1994)provided an approximate ana-
lytical expression, which is exact for power law wind
profiles (Horst, 1999)

Φ ≈ A
[
zm

z̄

]2
ū(zm)

U(z̄)
exp

{
−

[
zm

bz̄

]r}
(14)

The analytic model ofHorst and Weil (1992)and its
successors have been widely used since their pub-
lication. The same theoretical framework was used
in the flux and concentration source area models by
Schmid (1994, 1997)and was used in the analysis of
Stannard (1997), to determine the fetch requirements
of Bowen ratio measurements.Horst (1999)used it
to formulate equivalent flux footprint estimates for
fluxes measured by the bulk profile technique, and
to generalize the findings ofStannard (1997)about
Bowen ratio footprints.

In a critique of the HW-model,Haenel and
Grünhage (1999)pointed out that the implementa-
tion of (14) as suggested byHorst (1999)causesΦ
to overshoot its theoretical asymptotic constraint of
unity at largez̄(x). They offered an alternative model
that identically complies to the constraint. However,
as discussed below, this objective of mathematical
exactness is reached only at the expense of physical
content.

Haenel and Grünhage (1999)attributed the faulty
asymptotic behavior of (14) to the use of M–O sim-
ilarity profiles in the formulation for the shape factor,
r, suggested byGryning et al. (1983, 1987), instead
of power law profiles.van Ulden’s (1978)solution to
obtain the concentration distribution from a unit sur-
face point source (10), is based on the use of power
laws for wind speed(ū = αuzm) and eddy diffusivity
(K = αKz

n), whereαu and αK are proportionality
constants to be determined empirically. Despite the
lack of a physical basis for these power laws, their use
is pragmatically justified by their mathematical sim-
plicity, which allows analytical solutions. The shape
parameter,r, in (10) is related to the exponents of
these power laws asr = 2 +m–n (van Ulden, 1978).
However, to introduce similarity theory into the so-
lution (10), Gryning et al. (1983, 1987)suggested
to fit power laws to the M–O similarity profiles, to
determine the dependence ofr on z̄/L (where L is
the Obukhov length), and thus indirectly onx through
z̄(x). Thus,Haenel and Grünhage (1999)noted that
the M–O representation ofr gains physical meaning
at the expense of some of its original consistency with
the profiles of wind speed and eddy diffusivity that
are assumed to be independent ofx, but Horst (2001)
pointed out that the profiles are still locally indepen-
dent ofx. Horst (2001)further asserted that the depar-
ture of the HW-model from its theoretical constraint
is due to the introduction of analytical simplifications
to theHorst and Weil (1992)expressions, and is not a
consequence of followingGryning et al. (1983, 1987)
for r.

Nevertheless, to address the problem of the asymp-
totic limit, Haenel and Grünhage (1999)proposed to
remain in the “power law world” longer in their deriva-
tion of an analytical form of (9) and prescribedr to
be independent of̄z and thusx. Thus,r is a constant
in (10), and it becomes possible to integrate (9) ana-
lytically (Haenel and Grünhage, 1999), as expressed
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in normalized form by

Φ = AB

[
zm

z̄

](3+r)/2
exp

{
−

[
zm

bz̄

]r}
(15)

whereB is an analytical function ofr (see Eq. (23)
in Haenel and Grünhage, 1999). Applying Schmitt’s
conjugate powers for the power laws of wind speed
and diffusivity (m+ n = 1), they finally reintroduced
M–O theory at this stage by expressingmand thusr as
a function of stabilityzm/L and measurement height,
zm/z0, wherez0 is the surface roughness length. Inci-
dentally, (15) is a special case of (14) for conjugate
power laws in the specification ofU(z̄) (Horst, 2001).

To recover the non-normalized flux footprint,̄f y ,
from Φ in (14) or (15), or to expressΦ in terms of
the streamwise distance,x, rather than̄z, a practical
relation for d̄z/dx, such as (12), is needed (see (13)).
Both the HW-model andHaenel and Grünhage (1999)
follow van Ulden (1978)here, and use M–O similarity
profiles forK andū, and ignore the weak dependence
of p on r. The result is an implicit similarity relation
for dz̄/dx that can only be solved for̄z numerically.

By remaining in the “power law world” even for
the evaluation of (12),Kormann and Meixner (2001)
avoided this problem. They continue using the power
law profiles forK andū in (12) and were thus able to
integrate it analytically. The resulting explicit equa-
tion for z̄ allows the determination of the mean plume
velocity U, which leads to an alternative form of the
crosswind integrated concentration distribution (10)
first proposed byLin and Hildemann (1996)that is
explicit in x andz. UsingK-theory and the power law
profile for K, the crosswind integrated footprint fol-
lows directly as (compareEqs. (17)–(21)in Kormann
and Meixner, 2001):

f̄ y(x, z)= 1

xΓ ([1 +m]/r)

(
αuz

r

r2αKx

)[1+m]/r

× exp

{
− αuz

r

r2αKx

}
(16)

whereΓ is the gamma function, and all other symbols
are as defined above.

Kormann and Meixner (2001)introduced surface
layer theory only at this stage, by fitting the power
laws for K and ū to M–O similarity relations. This
Eq. (16) is an explicit algebraic relation inx and z,
and thus, it constitutes the only truly analytical flux

footprint model based on realistic profiles ofK and
ū to date. Another explicit algebraic footprint expres-
sion byHsieh et al. (2000)is a hybrid approach that
fits an analytic solution to results from a numerical
LS model, and is further discussed in the next section.
As it does not depend on Schmidt’s conjugate powers
assumption,Kormann and Meixner’s (2001)solution
is thus both more consistent and more general than
the one byHaenel and Grünhage (1999). It contains
the simple solution ofGash (1986)andSchuepp et al.
(1990), if an eddy diffusivity powern = 1 is pres-
cribed, and is equivalent toHaenel and Grünhage
(1999)if conjugate powers are assumed.

Clearly, however, the approaches ofHaenel and
Grünhage (1999)and Kormann and Meixner (2001)
are very similar: they aimed at avoiding the incon-
sistent asymptotic behavior of the HW-model, and
at decreasing the computational expense in practi-
cal footprint evaluations. They achieved this goal in
a pragmatic way, by sacrificing physical content to
mathematical simplicity. However, in today’s terms,
the computational expense of expressions like the
HW-model is trivial, unless they need to be evaluated
a large number of times. In addition, if the HW-model
model is scaled by its “untheoretical” asymptotic
value, to force it to unity (as is often done, in practice),
the problem with the asymptotic limit is removed.

All analytical footprint models presented here as-
sume Gaussian distributions in the crosswind direction
and are restricted to surface layer scaling conditions.
They also all rely on the inverted plume assumption
(2). Thus, all analytical models are applicable only in
areas where the profiles ofK and ū are horizontally
homogeneous, and at heights where the effects of a fi-
nite mixing depth are negligible. In addition, all these
models assume that turbulent diffusion in streamwise
direction is small compared to advection, a form of
Taylor’s hypothesis, and are thus confined to flow
situations with relatively small turbulence intensities
(I < 0.5, suggested byWillis and Deardorff, 1976).

2.6. Forward LS flux footprint models

2.6.1. Theory
An alternative to solutions of the Eulerian

advection-diffusion equation is the LS description of
the trajectories of passive particles in a turbulent flow.
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Its application to footprint modeling assumes that the
dispersion of a passive tracer can be represented by
the trajectories of a finite number of particles that are
completely independent of each other. For a review
of LS dispersion modeling, see e.g.Rodean (1996)or
Wilson and Sawford (1996). The trajectory or time
evolution of the position,xi (i = 1, 2, 3) of such a
particle is given by

dxi = ui dt (17)

whereui is the Lagrangian velocity in thexi-direction
and dt is a time increment. In turbulent flow, it
is assumed that the Lagrangian velocity follows a
first-order Markov process, as given by the Langevin
equation

dui = ai(xi, t, ui)dt + bi(xi, t, ui)dξ (18)

Here, the coefficientsai andbi are non-linear functions
of the position, time, and velocity, and dξ is a Gaussian
random process with zero mean and a variance of dt.
The first term on the right represents the deterministic
part of the velocity increment, and the second term is
the stochastic forcing. The nature and relative weight-
ing of these parts is given bya andb. These functions
are designed to account for the stochastic nature of the
turbulence field and are derived from the budget equa-
tions for the Eulerian probability density function of
ui , the Fokker–Planck equation (Thomson, 1987). In
the specification ofa andb, it is essential to include a
drift correction term, to satisfy the well-mixed condi-
tion (Thomson, 1987). Hsieh et al. (1997)compared
several different approaches to the drift correction.
They conclude that cumulative footprint estimates are
not very sensitive to the form of drift correction, ex-
cept for unstable conditions, even though some of the
approaches do not satisfy the well-mixed condition.

To consider the effect of a single particle source
in isolation for footprint applications, (17) and (18)
are commonly implemented with perfect reflection
boundary conditions (Wilson and Flesch, 1993) at the
surface and at the mixed layer height (if appropriate).

In contrast to the Eulerian models discussed above,
the LS approach requires numerical integration. To
obtain numerical solutions for (18), the distributions
of the Eulerian flow velocities, and turbulence statis-
tics need to be specified for the domain of the model.
Thus, the structure of the turbulent flow is external to
the model itself, which allows the adaptation of this

approach to inhomogeneous turbulence. One of the
problems discussed in the context of the analytical so-
lutions to the Eulerian advection-diffusion equation, is
the disparity between the need for realistic profiles of
velocity and diffusivity, and the need for mathemati-
cal simplicity. All strategies to cope with this problem
ultimately refer to (one-dimensional) similarity re-
lationships to describe the flow and eddy diffusion
profiles, and thus are constrained to homogeneous tur-
bulence. In addition, all of them neglect turbulent dif-
fusion in streamwise direction and are thus confined
to situations where advection dominates streamwise
diffusion. The primary advantage of the LS approach
is that these constraints can be relaxed. In principle,
LS models can account for three-dimensional tur-
bulent diffusion and non-Gaussian inhomogeneous
turbulence (e.g.,Rotach et al., 1996; Reynolds, 1998).
On the other hand, LS models are only as good as
the turbulence representation they use to simulate
the particle trajectories, and the quality of these in
complex flows is often questionable.

Footprint models using the forward LS approach
simulate the release of a large number of particles
from a point source into a stationary turbulence field.
The forward-in-time integration at discrete intervals
of (18) and (17) for each of these particles provides
a modeled distribution of positions and velocities. To
relate this distribution to the vertical flux of material,
it is assumed that the ensemble flux field in the flow
is correctly represented by the modeled joint distribu-
tions of vertical velocity and position of the particles
(i.e., the concentration).

The following demonstrates how footprint function
values can be determined from a discrete number of
LS model derived particle velocities and positions.
Following van Dop et al. (1985), the ensemble con-
centration can be expressed in terms of a conditional
probability density function for the particle cloud, so
that the footprint of a measurement at (0, 0,zm) is
(following the notation ofWilson and Swaters, 1991)

f (x, y, zm)

=
∫ t

0

∫ ∞

−∞
wp(0,0, zm, w, t |x, y, zs, t ′)dw dt ′ (19)

wherezs is the source height, andp(0, 0, zm, w, t|
x, y, zs, t′) dxdydzdw is the probability that a par-
ticle released at (x, y, zs, t′) will at time t lie in an
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elemental volume, dxdydz, centered on (0, 0,zm),
with a vertical velocity ofw ± dw/2. With a coor-
dinate transformation equivalent to the inverse plume
assumption,p(0,0, zm, w, t |x, y, zs, t ′) is equivalent
to p(x, y, zm, w, t |0,0, zs, t ′). For particles released
every time step dt, from a steady state source at (0, 0,
zs), 〈w〉 is the mean vertical velocity of particles that
are within a finite elemental volume (�x�y�z) cen-
tered on (x, y, zm), andp(x, y, zm|0, zs) �x�y�z is the
probability that particles, released from (0, 0,zs) pass
through the elemental volume during a time interval
dt. The discrete estimate of the footprint then becomes

f (x, y, zm) = 〈w〉p(x, y, zm|0,0zs) �t (20)

Using the particle positions and velocities computed
from (17) and (18),〈w〉 and p(x, y, zm|0, 0, zs) are
obtained from

〈w〉 = 1

n

n∑
j=1

wj = 1

n

n∑
j=1

[∣∣∣∣dz

dt

∣∣∣∣
j

sign(j)

]
(21)

p(x, y, zm|0,0zs) ≈ 1

N

�n

�x �y �z
(22)

where�n is the number of particles inside the elemen-
tal volume, andN is the total number of particles re-
leased at (0, 0,zs). For small time steps,�t → dt , and
for an infinitesimal layer thickness,�z → dz, so that
over an infinitesimal horizontal area element (dxdy)
centered on (x, y, zm), the footprint value is estimated
as (Hsieh et al., 2000)

f (x, y, zm)≈ 1

N

d2

dx dy
× [n↑(x, y, zm)− n↓(x, y, zm)] (23)

wheren↑ andn↓ are the numbers of particles cross-
ing level zm within (dxdy) in upward and downward
direction, respectively, andn↑ + n↓ = dn.

As required by the conservation of mass in (1),
the integration of (23) over the horizontal plane be-
comes unity. In practice, the evaluation ofn↑ and
n↓ is performed over discrete cells of a grid, leading
to a discrete footprint distribution that needs to be
smoothed. As with the analytical models, footprint
distributions calculated from a single point source,
require the inverse plume assumption and are thus de-
pendent on horizontal homogeneity of the turbulence
field.

2.6.2. LS footprint models for flow above short
vegetation

A footprint model that follows an analogous ap-
proach to (18) and (23) was first presented byLeclerc
and Thurtell (1990). Their two-dimensional model
considered Lagrangian dispersion in vertical direction
by Gaussian turbulence, and advection with the mean
flow in streamwise direction. The flow and turbulence
profiles were described by standard M–O similarity
relations. They presented model results of the cross-
wind integrated footprint over a range of conditions
and demonstrate a strong dependence on measure-
ments height, roughness and stability (in decreasing
order of magnitude). The results for neutral stability
were compared to the simple analytical model by
Schuepp et al. (1990), who found good qualitative
agreement between the two approaches, and quantita-
tive agreement if theSchuepp et al. (1990)model uses
the local wind velocity at measurement height, rather
than the layer average velocity (see (7)).Leclerc and
Thurtell (1990)also presented various curves of the
cumulative footprint as a function of fetch, in analogy
to Gash (1986).

Horst and Weil (1992)used a similar approach, fol-
lowing Thomson’s (1987)general stochastic model
to examine their assumption of the relative insensi-
tivity of the normalized (analytical) footprint (13) to
changes in roughness and stability, if plotted against
z̄/zm. They found excellent agreement for near-neutral
conditions on both the stable and the unstable side.

The high level of agreement between the analyti-
cal and these early stochastic footprint models is not
surprising, as they all essentially are adapted to M–O
similarity scaling conditions in the surface layer.
Indeed,Finn et al. (1996)showed in a tracer exper-
iment that the analytical models ofHorst and Weil
(1992, 1994)and the stochastic models ofLeclerc
and Thurtell (1990)also agree, at least qualitatively,
with flux measurements of a passive tracer released in
a horizontally homogeneous surface layer over short
vegetation. Thus, these pioneering works on stochas-
tic footprint modeling paved the way to the high level
of acceptance that the footprint approach now has
in the turbulent flux measurement community. By
demonstrating that the LS approach and a flux compu-
tation method like (23) is valid, they pointed towards
its application to conditions that cannot be simulated
by analytical models using M–O similarity profiles.
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Weil and Horst (1992)presented flux footprint es-
timates for measurements in the convective boundary
layer. They used a two-dimensional stochastic model
similar to the one used inHorst and Weil (1992), but
here allowed negatively skewed vertical turbulence,
simulated by the superposition of two Gaussian dis-
tributions, following Sawford and Guest (1987)and
Weil (1990). As their emphasis is on the convective
mixed layer, they used a uniform wind velocity (U)
and the mixed layer similarity profiles of turbulence
statistics ofWeil (1990), derived from a combina-
tion of large-eddy simulations (LESs), convection
tank experiments and observations. These profiles are
expressed in terms ofz/zi , the relative height in the
mixed layer (zi), and the convective scaling velocity,
w∗ . Particles are assumed to be perfectly reflected at
the capping inversion,zi , as well as at the surface. Al-
though horizontal velocity fluctuations are significant
in the convective mixed layer, these were ignored by
Weil and Horst (1992).

Their results show self-similar footprints with a
streamwise dimension (defined as the distance be-
tween the points where the footprint value falls to half
of its maximum) of the order∼ (Uzi/w∗)(zm/zi)2/3.
They also show that the surface layer model ofHorst
and Weil (1992)is able to account for convective con-
ditions fairly well as long as the measurement height is
well below 0.1zi . For greater measurement heights, the
surface layer model grossly overestimates the growth
of the mean plume height, and thus the footprint value.
This is due at least in part to the effect of particle
reflection at heightzi that the surface layer models ig-
nore. It must be expected that the neglect of horizontal
turbulence significantly affects the validity ofWeil and
Horst’s (1992)results. As shown byBaldocchi (1997),
the effect of horizontal turbulent diffusion is to counter
the action of advection, by reducing the streamwise
scale of the footprint and moving its maximum closer
to the sensor. In situations where horizontal turbulence
intensity is high, part of the footprint can even extend
in downstream direction of the sensor (see also below).

Wilson and Swaters (1991)followed a Lagrangian
framework for the surface and mixed layers, to ex-
plore the “origin” of fluid elements spotted by a
sensor aloft, but then provided analytical solutions
to describe the budget of various conditional particle
PDFs that are interpreted as concentrations, as e.g. in
(19). They differentiated between the flux and con-

centration footprints, defined in the usual way of (1),
and introduced a “distribution of contact distance”.
They defined the “contact distance” as the horizontal
distance, at which a fluid element that contributes to
a measurement aloft, has last been in contact with
the surface. To model this distribution,Wilson and
Swaters (1991)assumed Gaussian turbulence, so that
the surface distribution of particles released aloft is
exactly reciprocal to the distribution aloft of particles
released at the surface (Smith, 1957). To ensure that
only the last surface contact is taken into account,
they used a perfect surface absorption boundary con-
dition (and perfect reflection atzi). The resulting dis-
tribution of contact distance is not generally identical
with the concentration footprint: the latter is also akin
to a distribution of surface touchdowns, but allows
for multiple touchdowns with perfect reflection. In
purely Gaussian turbulence, the distribution of con-
tact distance coincides with a concentration footprint
for particles of a tracer that are perfectly absorbed
upon contact with the surface. However, with this
restriction, it is difficult to envision a process that
would allow the surface release of the tracer in the
first place. In their conclusions,Wilson and Swaters
(1991) stressed the importance of properly account-
ing for inhomogeneous and non-Gaussian turbulence
in LS modeling. According toReynolds (1998), this
goal has been achieved byRotach et al. (1996).

Hsieh et al. (2000)presented a hybrid approach,
combining elements fromCalder’s (1952)analytical
solution with results from an LS model. They used
Thomson’s (1987)model, with turbulence considered
in the vertical only, to estimate the flux footprint ac-
cording to a crosswind integrated version of (23) over
a range of stabilities, roughness lengths and measure-
ment heights. In the analysis of their results, they
non-dimensionalizedGash’s (1986)effective fetch
(6) by the Obukhov length, and accounted for the ef-
fects of stability by the introduction of two similarity
parameters,D andP, so that

xF

|L| = − 1

k2 ln(F )
D

(
zu

|L|
)P

(24)

wherezu = zm(ln(zm + z0) − 1 + z0 + zm) follows
from the layer-averaged logarithmic wind profile as an
expression forU in (6). The parametersD andP are
found by regression of (24) to the stochastic model re-
sults for unstable (D = 0.28;P = 0.59), near-neutral
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(D = 0.97;P = 1), and stable (D = 2.44;P = 1.33)
stratification. Rearrangement and differentiation of
(24) with respect tox leads to an approximate analyt-
ical expression for the footprint (compare (7))

f (x) = 1

k2x2
DxPu |L|1−P exp

[
− 1

k2x
DzPu |L|1−P

]
(25)

A comparison of (25) with the numerical stochastic
results and with the analytic model ofHorst and Weil
(1992) show good agreement in near-neutral condi-
tions, and agreement of the peak footprint location
within an order of magnitude ofx for unstable and
stable conditions. InHsieh et al. (2000), the similar-
ity parametersD andP are optimized for the integral
flux expression (24). The agreement with the stochas-
tic model of both the peak location and the streamwise
extent of the footprint could possibly be enhanced,
if the parameters were optimized for the differential
footprint expression (25) instead.

2.6.3. LS footprint models for flow over tall
vegetation

The first footprint model to be developed for use
within and over vegetation canopies was presented by
Baldocchi (1997). The LS model he used is based on
(18) andThomson (1987), with Gaussian turbulence
described by Eulerian statistics for neutral conditions.
Compared to flow over uniform, short vegetation, only
very few generally valid characteristics of turbulence
in and directly over a tall canopy are known (Kaimal
and Finnigan, 1994; Finnigan, 2000). Specifically,
no equivalent similarity theory to organize empirical
knowledge from a variety of sites is available for
canopy flow. This lack of a unified theoretical frame-
work leads to the need for crude generalizations and
sometimes inconsistent ad hoc assumptions in the de-
scription of canopy turbulence. Some of the resulting
difficulties are discussed below.

To account for the flow and turbulence characteris-
tics through a forest canopy,Baldocchi (1997)imple-
mented two discrete horizontally homogeneous layers
that are matched at the canopy height,h. The upper
part is a standard surface layer with a logarithmic
wind profile, with a zero plane displacement length
of d ∝ h. The ratios ofσw,u/u∗, whereσw,u are the
standard deviations of vertical and streamwise veloc-
ity fluctuations, are height invariant (neutral condi-

tions). The canopy layer is implicitly assumed to have
a uniform vegetation density distribution. Thus, the
mean wind velocityū(z) andu∗(z) in the canopy are
assumed to reduce exponentially from their values at
canopy height, followingCionco (1978)andUchijima
and Wright (1964). Following Raupach (1988),
σw,u/u∗(z) are approximated to decrease linearly with
depth. The Lagrangian time scale,TL, in the surface
layer is assumed to increase linearly with height,TL =
k(z−d)/(1.25u∗), while it is treated as invariant with
height in the canopy,TL = 0.3h/u∗(h), following
Raupach (1989). It should be noted that, with these for-
mulations,TL has a discontinuity at the canopy height.

Baldocchi (1997)showed that the effects of stream-
wise turbulence cannot be neglected in canopy flow,
where turbulence intensity increases with depth be-
low h. Streamwise turbulence reduces the extent of
the footprint and moves its peak downwind consider-
ably. Similarly, the canopy flux footprint for sources
on the forest floor is shown to be much contracted
compared to those evaluated in the surface boundary
layer.Baldocchi (1997)only considered the footprint
for sources on the forest floor, but his model can eas-
ily be adapted to source locations at any height within
the canopy layer.

Rannik et al. (2000)built on the approach of
Baldocchi (1997)and presented a footprint model
for forest canopies based on a three-dimensional LS
model. This model follows (18), and satisfies the
well-mixed condition, but followsKurbanmuradov
and Sabelfeld (2001)for the determination ofa andb.
They used Gaussian turbulence in neutral or unstable
conditions and separated the flow into three sub-layers:
a surface layer, where M–O scaling applies, a rough-
ness sublayer below a heightz∗, and a canopy layer
below the canopy heighth. The parameterization of
the flow statistics follows standard M–O similarity re-
lations for the surface layer. The mean velocity and its
vertical gradient in the roughness sublayer are treated
following Cellier and Brunet (1992), and inside the
canopy layer, an exponential decrease is assumed, as in
Baldocchi (1997). For the velocity standard deviations
(σu,v,w/u∗) no roughness sublayer is considered, and
the stability dependent standard surface layer relation
links directly to a linear decrease form the value ath
in the canopy layer, as inBaldocchi (1997). Similarly,
the vertical momentum flux is constant above h and
decreases exponentially in the canopy (seeBaldocchi,
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1997). The only second-order statistic where a three
layer approach is followed, is the dissipation rate,ε.
Here an asymptotic matching function is used to link
the surface layer profile (abovez∗) to an assumed
value ath. Below h, ε is reduced, using an ad hoc
function to simulate the qualitative behavior ofε in
canopy flow reported inKaimal and Finnigan (1994).

The vertical gradients of the mean velocity are avail-
able in analytical form inRannik et al. (2000)for
the three sublayers. However, as inBaldocchi (1997),
the gradient profiles are discontinuous at the canopy
height. A forthcoming sensitivity analysis by M.G.
Villani (personal communication) demonstrates that
such profile discontinuities at the canopy height affect
the resulting footprint peak values by 30% or more for
scenarios where the principal exchange is with sources
(or sinks) at the canopy height.

Both Baldocchi (1997)and Rannik et al. (2000)
used state-of-the-art turbulence parameterizations
through the canopy. Thus, the inconsistencies of these
parameterizations are more indicative of the lack of a
unified framework to describe turbulence statistics in
and above vegetation canopies, than deficiencies of
these models. Nevertheless,Rannik et al. (2000)
presented interesting results that are significant for
future developments of footprint modeling over forest
canopies.

They compared the footprints for various source
configurations, namely sources at the forest floor, at
canopy height, and a distributed source proportional
to the vertical profile of leaf area density. As expected,
the peak of the canopy-top footprint is much steeper
and closer to the sensor than the forest floor footprint,
because the vertical separation between source and
sensor is smaller for the canopy source. However, the
peak distance of the distributed source footprint is not
significantly different from the canopy-top release, but
it is much broader and its upwind tail approaches that
of the forest floor release. For a relatively low mea-
surement height ofz/h = 1.7, a considerable portion
of all three of these footprint estimates comes to lie
downwind of the sensor, due to the effect of stream-
wise turbulence. They also evaluated the sensitivity
of the importance of in-canopy flow to measurement
height, compared to a pure atmospheric surface layer
(ASL) footprint with an effective release height at
zm = d + z0. In essence, this sensitivity test explores
the importance of accounting for the characteristics

of the flow and turbulence inside and below the forest
canopy, with a model such asBaldocchi (1997)or
Rannik et al. (2000), as opposed to the use of (e.g.) one
of the analytical footprint models discussed above.
These comparisons are presented for three measure-
ment heights:zm/h = 1.3, 2, 4. For measurements
close to the canopy-top, the “forest” characteristic is
quite pronounced, and especially the upwind tail of
the footprint is underestimated by the ASL models.
For measurements higher above the forest, the two
model approaches converge, butRannik et al. (2000)
showed that streamwise turbulence remains important
even for measurement heights exceedingzm/h = 4.
A portion of the footprint extends downwind of the
sensor, even for the ASL model, but the relative
amount decreases with measurement height.

All models and approaches for flux footprint cal-
culations discussed so far rely on the inverse plume
assumption (2) and thus are valid only in horizontally
homogeneous flow.Luhar and Rao (1994)explored
the variations in footprint estimates, if the footprint
is allowed to develop in an internal boundary layer
following a step change in surface roughness and
surface moisture. Turbulence and flow statistics were
provided by a second-order closure model. Obviously,
the inverse plume assumption (2) cannot be used in
this situation. In their two-dimensional framework,
Luhar and Rao (1994)handled this problem by simu-
lating up to 30 surface line sources, located at various
distances downwind of the step change. Each of these
line sources was set to release 104 particles and mod-
eled with the two-dimensional LS model byLuhar
and Britter (1989). Luhar and Rao (1994)reported
good agreement between the fluxes evaluated from
the footprint estimates, using (1), and those evaluated
by the second-order closure model. This result raises
confidence in the robustness of the footprint concept,
even for extensions to horizontally inhomogeneous
conditions. However, it comes at the expense of a
significant increase in computational expense, in di-
rect proportion to the number of sources needed to
describe the developing flux field.

2.7. Backward LS flux footprint models

Flesch et al. (1995)introduced a backward-in-time
LS dispersion approach for fluid particles, in anal-
ogy to the well-known back-trajectory approach of
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non-mixing air columns at the synoptic scale. They
showed that the backward-time Langevin equation,
equivalent to the pairs (17) and (18), is achieved by a
simple linear coordinate transformation, so thatt →
t ′, wheret ′ = T0 − t , andT0 is an arbitrary constant.
The backward-time conditional probability densities
that lead to the corresponding functionsa′ andb′ in
the backward equivalent of (18) are shown to be given
by a Fokker–Planck equation that differs from the for-
ward version only by a sign change in the second-order
term (for details, seeFlesch et al., 1995).

The turbulent dispersion of a scalar in a contin-
uum consists of an infinite number of trajectories. The
forward LS approach randomly samples a subset of
trajectories emanating from a single point source, or
from a finite number of point sources at pre-defined
locations. The backward-time LS approach considers
only those trajectories that pass through a pre-defined
sensor location, but is not limited to any particular
number or distribution of potential sources for the ma-
terial carried along those trajectories. Both approaches
assume that the finite number of trajectories, simulated
by the model, describe the ensemble behavior of the
dispersing scalar material. A subtle difference exists in
interpretation of the dispersing “particles”: in the for-
ward approach, such a “particle” is often considered
as a place-holder for a given amount of the dispersing
scalar material. The incremental “mass loading” of a
forward particle,�mf

j (x0), released from an incremen-
tal area�a at locationx0, is simply proportional to the
surface source strength,Q0, so that

�mf
j (x0) = Q0

N
�a �t (26)

where N is the number of particles released over a
time step�t. Thus, in the forward mode, each parti-
cle carries the same amount of mass. In contrast, the
dispersing “particles” in the backward approach are
viewed simply as fluid elements, or parcels, that are
not necessarily charged with any scalar mass, but may
have varying amounts. Fluid elements passing through
the sensor locationx0 at timet = 0 receive this scalar
charge only if they reside within a source volume�V
over a residence timetj at locationx, with volumetric
source strengthS0(x), at any timet < 0

�mbj (x, t |x0,0) = S0(x)τj �V (27)

Trajectories that reach the sensor without ever im-
pacting on a source, are thus not charged with any

scalar mass. For a surface sourceQ0 = S0 dz, the
residence time can be expressed in terms of a “touch-
down velocity” wT

j , so thatτj = 2 dz/|wT
j |, where

the factor two implies reflection at the surface. In this
case, the incremental mass charge of a fluid element,
upon touchdown at a source, is inversely proportional
to its touchdown velocity. A given fluid element may
score several touchdowns, each time receiving an
additional incremental scalar charge, before reaching
the sensor location. Thus, the ensemble concentration
at the sensor location, due to an elemental source
centered onx becomes (Flesch et al., 1995)

C̄(x0)= 1

N

N∑
j=1

N
j

Td∑
i=1

�mbj,i(x|x0)

�V

= Q0(x)
N

N∑
j=1

N
j

Td∑
i=1

2

|wT
j,i |

(28)

wherewT
j,i is the velocity of “i”th touchdown within

the elemental source, by the “j”th fluid element.
Flesch (1996)proposed to use the backward-time

LS approach to compute the flux footprint for a given
sensor location, based on a large number of back-
trajectories. FollowingFlesch et al. (1995), and (28)
the vertical flux at the sensor location (x0) due to all
sources within an elemental surface area,�a, becomes

F(x0)=C(x0)w(x0) = 2
Q0(x)
N

N∑
j=1

N
j

Td∑
i=1

wj(x0)

|wT
j,i |

(29)

The velocitywj(x0) refers to the sensor location and
is thus the initialization velocity of the “j”th fluid
element,wini

j . With (29) and (1) the flux footprint is
estimated by a backward-time LS model as

f (x) = 2

N �a

N∑
j=1

N
j

Td∑
i=1

wj(x0)

|wT
j,i |

(30)

In (30), thex-dependence of the footprint is implied
in the location at which the touchdowns occur.

In homogeneous flow, the forward and backward
approaches are equivalent (Flesch et al., 1995). How-
ever, the most significant advantage of the backward
approach is that it obtains the footprint distribution
directly, without depending on an inverse plume
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assumption (2). The backward approach is thus a po-
tentially very efficient method to estimate a flux foot-
print in horizontally inhomogeneous flow (Kljun et al.,
2000b). An additional benefit of the backward ap-
proach is that, for a given sensor location, any source
geometry may be considered in post-processing, with-
out the need to re-run the model, if the trajectory po-
sitions and velocities are stored. The “residence time”
concept can easily be expanded to reference surfaces
(or infinitesimal layers) away from the surface (e.g. at
varying levels in a vegetation canopy) where the fluid
element is not reflected, but moves according to the
given velocity statistics. In contrast, the model needs
to be re-run for every new sensor height, whereas in the
forward approach, the footprint adjustment to differ-
ent sensor heights can be achieved in post-processing,
albeit only in horizontally homogeneous conditions.

The backward LS approach to flux footprint mod-
eling is relatively new, and only little experience
with it has accumulated since the publication of
Flesch (1996). Kljun et al. (1999, 2000a,b, 2002)
have adopted the three-dimensional version of the LS
model byRotach et al. (1996)to run in backward-time
mode. This model is unique in that it is able to sim-
ulate a continuous range of stabilities from stable to
convective, while satisfying the well-mixed condition
of Thomson (1987)everywhere.Kljun et al. (1999,
2000a,b, 2002)demonstrated the qualitative and quan-
titative equivalence of their backward LS footprint
estimates to simple analytical schemes, such asHorst
and Weil (1992)and the flux source area ofSchmid
(1994, 1997), if the model conditions are similar.
Kljun et al. (2002)addressed some of the challenges
of backward LS footprint modeling in detail.

As seen in (30), the footprint depends critically on
the initialization of the vertical velocity distribution
at the sensor location (i.e., the backward “release
point”). It turns out that the correct correlation be-
tween vertical and streamwise velocity fluctuations
is crucial in this context. The construction of initial
velocity distributions that comply to measured single
and joint probability distributions is not trivial for all
atmospheric stabilities. This is achieved by letting the
model tune itself, by building up the distributions in a
“spin-up” period, before the trajectories are launched.
In this spin-up, velocity increments are computed ac-
cording to the backward version of (18), but the corre-
sponding incremental displacements (17) are ignored,

so that the particles are essentially idling on the sensor
point.

Kljun et al. (2002)demonstrated that the backward
LS footprint approach ofFlesch (1996)has matured
sufficiently for the development of applications in
horizontally inhomogeneous or non-stationary flow
and turbulence configurations. If such developments
are successful, they hold the promise of significant
progress towards an efficient footprint model that is
applicable in realistic flow and vegetation canopy
geometries.

2.8. LES-based approach to footprint modeling

In principle, any two- or three-dimensional model
that solves the Navier–Stokes equations and some
form of conservation of mass equation, with suitable
initial and boundary conditions, can be used to com-
pute the dispersion of a scalar from arbitrary sources,
and the footprint of a reference location in the model
domain. In particular, LES models (e.g.,Mason,
1994) can provide a nearly complete representation
of the essential flow structures responsible for scalar
transport, depending on the model resolution and the
order of closure at the subgridscale. The operation of
LES models is extremely resource intensive, with re-
spect to computer CPU time, memory and storage ca-
pacity, and post-processing effort. This computational
expense typically grows with the third to fourth power
of the model resolution (spatial and temporal), and
therefore with the degree to which horizontal or ver-
tical inhomogeneities are resolved. Thus, in practice,
most LES applications in the atmospheric boundary
layer have been limited to idealized surface con-
figurations, with periodic boundary conditions, and
simple or highly symmetric inhomogeneities. They
typically perform best in convective conditions, when
large-eddy structures are dominant. These are also the
conditions where ensemble average models (particu-
larly K-theory models) perform notoriously badly.

In this sense, LES models (and also higher-order
ensemble average models) are in a different class of
models from the footprint models we have discussed
so far. For a given model scenario, such models can
simulate both the turbulence statistics, and the scalar
flux field that results from them. In contrast, conven-
tional footprint models, evaluate the scalar flux field
based on imposed turbulence statistics (LS-based
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models) or based on a ensemble closure assumption
(K-theory) and imposed mean similarity profiles (an-
alytical models). The high computational expense of
LES applications makes their use for routine diag-
nostic footprint evaluations impractical. However, as
research and development tools, LES-based footprint
computations can be extremely valuable. They can
serve to cross-compare and validate other footprint
models, or to provide the flow and turbulence statis-
tics to drive LS-based footprint models. Particularly in
conditions where the flow and turbulence field is not
well-described by self-similar profiles (e.g., forests,
inhomogeneous areas, roughness sublayers, convec-
tive conditions), LES-based turbulence statistics can
be invaluable.

The first LES application to footprint modeling is
by Hadfield (1994). In this work, a horizontally homo-
geneous LES for convective conditions produces the
velocity field to drive a forward LS footprint model.
Lagrangian particle velocities are composed of a re-
solved part and a subgrid part. The resolved part is
interpolated from the gridded LES velocity field, and
the subgrid part uses the subgrid kinetic energy to
construct an LS model that satisfies the well-mixed
condition, followingLegg and Raupach (1982). The
vertical flux distribution in the lower portion of the
boundary layer (zm/zi = 0.18) due to a continuous
surface point source agrees qualitatively with ana-
lytical footprint models, such as the HW-model or
Schmid (1994). Hadfield (1994)also considered the
flux distribution due to various scalar source distri-
butions. However, as the turbulence field remains
unchanged, the footprint itself is not affected by that.

Leclerc et al. (1997)used a slightly different ap-
proach. They used the LES model ofMoeng (1984)
and added a passive scalar equation. They initially
spun-up the model without any scalar dispersion, until
it had reached a quasi-steady state, with a mean ve-
locity of U along thex-axis. Instead of a point source
and the computation of Lagrangian trajectories, like
in Hadfield (1994), they followedNieuwstadt and de
Valk (1987)and released an instantaneous surface line
puff along the streamwise axis, with a cross-section
of one grid cell. Withx = U/t , the time evolution
of the scalar dispersion due to the instant line puff is
equivalent to the streamwise development of a con-
tinuous elemental volume source. However, with only
a mean streamwise velocity used for the coordinate

transformation, the effects of streamwise turbulence
are neglected. Thus, inLeclerc et al. (1997)the dis-
persion of the scalar is entirely simulated in a Eulerian
framework by the LES model, without the need for an
embedded LS model. The crosswind integrated flux
footprint then follows directly fromf y(x) = dFy/dx.
Leclerc et al. (1997)compared this LES footprint
with the analytical model ofHorst and Weil (1992),
the LS model ofLeclerc and Thurtell (1990), and
results from the tracer release ofFinn et al. (1996).
The agreement between the models is very good in
the upper part of the surface boundary layer (∼10%
zi). Closer to the surface, the subgrid effects of the
LES become significant, but atzm = 10 m, where the
tracer flux measurements are available, the agreement
is still within the uncertainty of the measurements.
There is some indication that the peak of the mea-
sured fluxes lies closer to the source than predicted by
either of the models. As none of the models compared
here account for streamwise turbulence, it is expected
that their footprints are too far upstream (see, e.g.,
Rannik et al., 2000; Kljun et al., 2002).

Su and Leclerc (1998)used the LES ofSu et al.
(1998)for neutral stability flow in a forest canopy and
the surface layer above, to evaluate scalar dispersion
from sources at three different heights in the canopy
layer and at the forest floor. The model domain is
homogeneous in both horizontal directions and the
sources are simulated as infinite spanwise lines with a
cross-section of one grid cell. Instead of releasing an
instantaneous puff, as inLeclerc et al. (1997), these
sources are treated as continuous. For measurement
heights below the source the footprint is negative at
small distances, as expected, and then becomes sligh-
tly positive at greater distances. Qualitatively, the foot-
prints due to sources below the measurement height
correspond closely to those presented byBaldocchi
(1997)andRannik et al. (2000). For the forest floor
sourceSu and Leclerc (1998)reported a double max-
imum of the flux footprint. However, this is not likely
a significant result, but rather reflects the stochastic
nature of all LESs, if the spanwise and temporal inte-
gration is finite (H.-B. Su, personal communication).

Both Leclerc et al. (1997)and Su and Leclerc
(1998)concluded that these early applications of LES
to footprint modeling confirm the general validity of
the approach. Further simulations are needed to eval-
uate the influence of variable canopy morphology,
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horizontal heterogeneity of the flow, and inhomoge-
neous buoyancy. Such future studies will stretch the
currently available computer resources considerably,
but signify progress into an area where LES models
are possibly the only solution.

The main characteristics of all footprint modeling
approaches discussed here are summarized inTable 1.
The order of presentation inTable 1 is chronologi-
cal. The more recent model approaches tend to have
more skills to simulate footprints in realistic experi-
mental conditions, and are thus more resource inten-
sive. However, the interest in simple analytical models
permeates this development throughout.

3. Biosphere–atmosphere exchange and the
footprint concept

The previous sections have dealt with technical
aspects of modeling the footprint of a turbulent flux
measurement. The question remains, if and how foot-
print models can be useful in experimental studies of
biosphere–atmosphere exchange.

Although ecosystem–atmosphere exchange hap-
pens at the material interface between plant tissue
(or soil) and ambient air, it is often most convenient
to infer the net ecosystem exchange from turbulent
flux measurements at height, above the vegetation
canopy. Techniques to measure the interfacial ex-
change directly exist (various enclosure techniques),
but difficulties associated with maintaining ambi-
ent conditions in an enclosure, or scaling up to the
ecosystem often prove insurmountable. A comparison
of the so-called ecological and micrometeorological
methods to estimate ecosystem exchange is presented
in Ehman et al. (2002). While micrometeorological
flux measurements avoid these problems of interfer-
ence and (to a certain extent) scaling, other concerns
arise because of the separation between the turbulent
flux sensors and the active surface of the exchange.
The following section discusses the utility and limita-
tions of footprint models to determine how ecosystem
exchange is expressed in measured turbulent fluxes.

3.1. Flux measurements and mass conservation
over tall vegetation

The connection between the turbulent flux measure-
ment of a trace gas, C, and its biosphere–atmosphere

exchange at the interface is given by the mass con-
servation equation over a volumeV. For convenience,
this control volume is commonly taken to be a rect-
angular box (±�x,±�y, �z = zm), centered on an ar-
bitrary origin, up to the height of the flux sensor,zm.
The conservation equation can then be written in ten-
sor notation with the usual summation convention:

NEEC = zm

V

∫ +�x

−�x

∫ +�y

−�y

∫ zm

0

×
[
∂C̄

∂t
+ ∂ūiC̄

∂xi
+ ∂u′

iC′

∂xi
+ RC

]
dx dy dz

(31)

In (31), overbars denote ensemble averages, primes are
deviations from the average, NEEC is the net ecosys-
tem exchange of C at the vegetation/soil–air interface,
averaged over the horizontal area of the box (zm/V),
andRC denotes net chemical sources or sinks of C in
the air volume. The terms in (31), from left to right,
indicate that NEEC is balanced by the storage change
of C in the box, the mean mass flow divergence com-
ponents, turbulent transport, and any transformations
occurring in the air volume of the box. This equa-
tion can be somewhat simplified without much loss
of generality. The flux at the interface is given by the
left-hand side (LHS) of (31), so that the turbulent flux
at the lower boundary vanishes. If mean horizontal
advection is considered much larger than the horizon-
tal divergence of the turbulent flux, the turbulent flux
term reduces to the horizontal integral ofFC (zm) =
w′C′ over (±�x, ±�y). Here, we will not consider gas
species that are chemically reactive in the atmosphere,
so that the last term in (31) is neglected. Ifx is aligned
with the horizontal streamwise direction (u), advec-
tion reduces to a streamwise term and a vertical term.
Using the incompressible continuity, (31) becomes

NEEC = zm

V

∫ +�x

−�x

∫ +�y

−�y

×
(∫ zm

0

[
∂C̄

∂t
+ ū ∂C̄

∂x
+ w̄ ∂C̄

∂z

]
dz

+ FC(zm)

)
dy dx (32)

Sensors for turbulent flux measurements are ide-
ally placed above an area that is homogeneous
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in its surface coverage and has flat terrain. Over
such a surface, any horizontal gradients disappear,
the surface–atmosphere exchange is only relevant in
the vertical, and the vertical direction coincides with
the direction that is normal to the terrain and normal
to the mean flow. This is the ideal situation where
M–O similarity theory applies, and vertical fluxes
are considered invariant with height over a range of
approximatelyz∗ ≥ zm ≥ 0.1zi (where z∗ is the
height of the roughness sublayer, see, e.g.,Raupach
et al. (1991), andzi is the depth of the daytime mixed
layer). Within this height range, flux measurements
are insensitive to the horizontal or vertical placement
of the sensor.Eq. (32) reduces to just two terms on
the right-hand side (RHS): storage change and ver-
tical turbulent flux through the lid of the box. Over
tall vegetation, storage change is often non-negligible
at hourly time-scales or less, but can relatively easily
be assessed by the time increments of vertical profile
measurements (e.g.,Goulden et al., 1996; Schmid
et al., 2000). In steady state and horizontally homoge-
neous conditions, the storage change term disappears
as well and the interfacial biosphere–atmosphere
exchange is given directly by the turbulent flux aloft

NEEC = FC(zm) (33)

However, over naturally vegetated surfaces, variabil-
ity and inhomogeneity are the rule. Most long-term
flux measurements are done in locations with varying
degrees of topography and variations in vegetation or
land-use over horizontal scales of 103 m or less. The
fact that (33) is thus clearly not valid in most practical
situations underlines the need to consider (32), or even
(31) as the basis for assessing biosphere–atmosphere
exchange (Baldocchi et al., 2000).

Typically, flux measurements are conducted on a
single tower so that the spatial integration required in
(32) is not technically feasible. However, microme-
teorological flux sensors respond to an aggregate of
surface conditions contained in their flux footprint
(Schuepp et al., 1990). The dimensions and orienta-
tion of the flux footprint depend on the location and
height of the sensor, and vary in time with stability
and wind direction. In essence, over the averaging
time of a flux calculation, the flux is determined by
the covariance of concentration and vertical velocity
in the sequence of turbulent eddies that are advected
past it, and the footprint describes the region of the

surface that affects the concentrations and velocities
of these eddies. Thus, to accept a time-averaged flux
as a valid estimate of biosphere-atmosphere exchange
over an area ofA = (4�x �y), we implicitly rely on
the following ergodic hypothesis:

1

A

∫ x+�x

x−�x

∫ y+�y

y−�y
φ(x̃, ỹ, z, t)dỹ dx̃

= 〈φ(x, y, z, t)〉A = 1

2τ

∫ t+τ

t−τ
φ(x, y, z, t̃)dt̃

= φ̄(x, y, z, t) (34)

where 2τ is the averaging period of the flux measure-
ment. The spatial and temporal averaging filter opera-
tors,〈〉A and() are defined by (34). In the formulation
of (32) and (34), the spatial filter is a box-car, with
a uniform weight (1/A) over the entire domain, as is
appropriate for modeling of biosphere–atmosphere
exchange. However, as shown byHorst and Weil
(1992) and Schmid (1994), the sensor footprint is a
smooth weight-distribution function of a spatial fil-
ter that approaches zero asymptotically on all sides,
fφ(x, y, z, x̃, ỹ), wherex̃, ỹ are dummy variables for
a given combination of(x, y, z), to anticipate that the
filter function itself may be spatially inhomogeneous.
We thus need the additional assumption that

1

A

∫ x+�x

x−�x

∫ y+�y

y−�y
φ(x̃, ỹ, z, t)dỹ dx̃

=
∫ x+∞

x−∞

∫ y+∞

y−∞
fφ(x, y, z, x̃, ỹ)φ(x̃, ỹ, z, t)dỹ dx̃

(35)

or, formulated as a probabilistic representativeness
criterion, and using the angular brackets〈〉 as the
spatial averaging operator,

Pr

{
(〈φ (x, y, z, t)〉A − 〈φ(x, y, z, t)〉fφ )2

(〈φ(x, y, z, t)〉A)2 ≤ δ2
}

= Π (36)

whereΠ is the probability (Pr) that the footprint
average of f differs from the control area average
by no more than a fraction d. In (36), the footprint
filter function retains an index ‘φ’, to allow for a
dependence offφ on the quantity ‘φ’ that is being av-
eraged. Obviously, the validity of any measured flux
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or concentration as reflecting biosphere–atmosphere
exchange in the framework of (32) hinges critically
on the criterion in (36). This argument leads to one of
the central requirements of biosphere–atmosphere ex-
change measurements over inhomogeneous areas: the
weighted average biosphere–atmosphere exchange
contained in the sensor footprint for any measured
quantity, φ, in (32), must be representative of the
source/sink activity contained in the box,V, of (32).
In this sense, (36) is a spatial representativeness
argument that is equivalent to the notion of foot-
print representativeness developed inSchmid (1997).
Methods to assess (36) quantitatively are given in
Schmid (1997)andSchmid and Lloyd (1999).

Following Mahrt (1987), the footprint-weighted
spatial averaging of exchange processes over inho-
mogeneous areas leads to additional dispersive terms,
arising from correlations between deviations from the
spatial average. Thus, the total vertical exchange of C
in a block time-averaging scheme becomes

〈wC〉 = 〈w̄〉〈C̄〉 + 〈w̄′′C̄′′〉 + 〈w′C′〉 + 〈〈w̄〉C̄′′〉
+ 〈w̄′′〈C̄〉〉 (37)

where ()′′ denotes a local deviation from the spatial av-
erage. In (37), the LHS is the total vertical C-exchange.
The first term on the RHS represents the mean advec-
tion by the spatially averaged vertical velocity. The
second term is the dispersive flux due to the spatial
correlation of the local time averages. The third term
is the footprint-averaged turbulent flux, and the last
two terms are Leonard terms (Leonard, 1974) that
do not generally vanish if the mean w-field and the
mean C-field are inhomogeneous (similar cross-terms
with single deviations in time vanish in the block
time-average here). Assuming that the Leonard terms
are small compared to the dispersive flux, (34), (36),
and (37) can be combined with (32) to give

NEEC =
∫ zs

0

[
∂〈C̄〉
∂t

+ 〈ū〉∂〈C̄〉
∂x

+ 〈w̄〉∂〈C̄〉
∂z

+ ∂〈w̄′′C̄′′〉
∂z

+ ∂〈ū′′C̄′′〉
∂x

]
dz+ 〈FC(zs)〉

(38)

The last term on the RHS of (38) is the measured
turbulent flux averaged over a space domain defined
by the flux footprint. If the weighted average of the

surface elements covered by the flux footprint is rep-
resentative of the ecosystem type, the turbulent flux
is spatially representative and (36) is satisfied for this
term. Methods to evaluate the spatial representative-
ness of flux footprints quantitatively are discussed in
Schmid (1997)and Schmid and Lloyd (1999). The
flux footprint approach does not directly address the
averaging domain of the other terms on the RHS of
(38), and thus their influence and relationship to the
footprint averaging domain must be carefully consid-
ered. This is done in the following.

3.2. Footprint considerations in the mass
conservation equation

The fourth and fifth terms on the RHS of (38) are
the dispersive fluxes. These are non-canceling local
perturbations of the advective terms. Within and close
to the inhomogeneous canopy their overall contribu-
tion can be large, but above the rough canopy the high
levels of turbulence is expected to smooth out much of
the systematic spatial perturbations (Finnigan, 2000).
The height up to which a perturbation in the disper-
sive flux can persist may be estimated by the diffusion
height scale,zD, following Claussen (1989), as

zD − d = u∗
Û (zD)

λ (39)

where d is the zero plane displacement length,u∗
the friction velocity,Û the layer-averaged scalar wind
magnitude up to heightzD andλ is the length scale of
the surface perturbations. Using a logarithmic profile
to evaluateÛ for zD � z0 + d, the roughness length,
(39) is approximated by

zD − d ≈ λ

k

[
ln

(
zD − d
z0

)
− 1 − Ψm

]
(40)

wherek is von Kàrmàn’s constant, andΨm is the in-
tegrated stability correction function. Thus, the wakes
of individual trees in typical forests persist up to
about twice the canopy height, which corresponds to
common estimates of the roughness sublayer height
(Raupach et al., 1991). For a given reference height,
the averaging length scale of a flux footprint is usu-
ally greater than the perturbation length scale of the
dispersive flux (�) indicated by (39) or (40) (Mahrt,
1996). Thus, if the flux footprint satisfies the repre-
sentativeness criterion (36), it may be concluded that
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the footprint average also covers a sufficient average
of the dispersive flux to be spatially representative
and satisfy (36) for the dispersive terms in (38).

The second and third terms on the RHS of (38)
are the mean advective transport divergence, averaged
over the horizontal domain. The relationship between
these terms and carbon exchange measurements from
a single tower are discussed inLee (1998), Finnigan
(1999), Baldocchi et al. (2000), and Paw U et al.
(2000). Lee (1998)showed that vertical advection can
be approximated by∫ zm

0
〈w̄〉∂〈C̄〉

∂z
dz ≈ 〈w̄m〉(〈C̄(zm)〉 − [C̄]) (41)

wherew̄m is the mean vertical velocity at the sensor
height,zm, and [C̄] is the volume averaged concentra-
tion. Lee (1998)compared several mechanisms that
can give rise to a non-zerōwm. Of these, only kata-
batic and anabatic circulations associated with terrain,
and a potential systematic bias in daytime convection
patterns over vegetation with low Bowen ratios appear
to be strong enough to cause a significant vertical
drift. These types of motion have horizontal scales on
the order of 1–10 km or more and thus the vertical
velocity is not expected to vary considerably over our
reference spatial domain defined by the flux footprint
in (38). Clearly, this type of inhomogeneity of the
mean flow and its effect on biosphere–atmosphere
exchange cannot be accounted for by a large enough
footprint. However,Lee (1998)andPaw U et al. (2000)
described methods to determinēwm experimentally
and suggest procedures to account for the vertical
advection term in the mass continuity equation.

The experimental determination of the concentra-
tion part on the RHS of (41) is closely associated
with the measurement of the storage change term in
(38) and is usually determined from̄C-profile mea-
surements between the forest floor and the reference
height, zm. As shown inSchmid (1994), the scalar
concentration footprint is larger than the flux footprint
in the same conditions, and thus the spatial averaging
domain for〈C̄(zm)〉 is larger than for〈FC(zm)〉. Thus,
if the footprint averaged flux,〈FC(zm)〉, is deemed
spatially representative of the forest and is satisfying
(36), so is the footprint averaged concentration at the
same height, unless the concentration footprint is so
large that mesoscale landscape heterogeneity becomes
important. However, both the volume average ofC in

(41) and the storage change term in (38) (first term on
the RHS) involve concentration measurements from
the reference heightzm all the way to the ground. Ifzm
refers to a measurement height above a forest canopy,
and the lowest level of a measuredC-profile is just a
fraction of a meter above the forest floor, the footprint
sizes along the profile are expected to vary by several
orders of magnitude (note that, since the temporal de-
velopment of the concentrations are considered here,
and not a flux–gradient relationship, it is the concen-
tration footprint and not the profile-flux footprint of
Horst (1999)that comes to play here). If a footprint
isopleth at any height is approximated by an ellipse,
whose dimensions grow with height, the relevant av-
eraging volume for the storage term in (38) resembles
an inverted elliptical cone: the spatial reference at its
base is considerably smaller than at the top. Two kinds
of errors or biases can result from this. First, towers
for above-canopy flux measurements are often located
in gaps or small clearings of the canopy, to allow ac-
cess to the tower and limit interference between trees
and the tower or guy-wires. IfC-profile measurements
are conducted along such a tower, it must be expected
that the lower portion ofC-storage is affected by the
emission, ventilation and mixing perturbations in the
immediate vicinity of the tower. Second, in practice,
the temporal integration of the storage term is com-
monly considered as the bulk increment between two
discrete averaging periods on the order of 1/2–1 h.
Non-stationarity at this time scale (e.g., a shift in flow
direction, or change in stability) can cause the foot-
prints of the two concentration measurements to be
disparate. In this case, the bulk integration reflects the
folding of spatial variability into a measured apparent
temporal trend of storage change.

In summary, flux footprint estimates establish the
spatial context of measured turbulent fluxes with
reference to biosphere–atmosphere exchange. How-
ever, the spatial context of other measurable terms in
the three-dimensional mass conservation equation is
largely independent of the flux footprint and is likely
to be disparate from it, rendering the spatial aver-
aging operators for each term in (38) incongruous.
The spatial consistency in estimates of NEE by the
mass conservation equation can be evaluated by rep-
resentativeness criteria, such as (36), for each term in
the equation. Footprint considerations are inherently
incapable of directly addressing contributions to the
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mass budget due to spatial variations in the flow and
turbulence fields (i.e., the advection and dispersive
flux terms in (38)). Methods to evaluate and correct
for such effects are discussed inLee (1998), Finnigan
(1999), Baldocchi et al. (2000)and Paw U et al.
(2000), among others.

4. Future directions of footprint
modeling applications

The dramatic increase of publications that address
footprint modeling, applications or related issues of
fetch and spatial representativeness for flux measure-
ments in recent years demonstrates the growing need
for practical footprint models. The development of
a growing number of long-term trace gas exchange
studies over complex forest canopies and in often to-
pographically challenged terrain (such as those partic-
ipating in the FLUXNET program) underlines the fact
that the requirements for future footprint models are
divergent: on the one hand, practical footprint models
must be easy to use, if ever possible in the field, where
the availability of computer resources (and time) is
limited. The recent developments in analytical foot-
print models (Section 2.5) satisfy this need, but these
models are limited to homogeneous surface layer sim-
ilarity conditions. On the other hand, footprint models
should produce realistic results in real-world situa-
tions for measurements over (or below) tall canopies,
spatially heterogeneous turbulence, stability condi-
tions from extremely stable to free-convective, and
instationarity. Here, the backward Lagrangian mod-
els (Section 2.7) and the LES-based footprint studies
(Section 2.8) provide first steps and hold promise of
future progress, albeit at potentially extreme compu-
tational and resource expense. It seems that any one
objective cannot be pursued without abandoning the
other.

A form of compromise was suggested byHsieh et al.
(2000)and earlier bySchmid (1994): an “expensive”
model is run over a range of input conditions, and the
results are organized in non-dimensional groups and
related to the input variables by regression analysis.
In this way, a hybrid model is created in the form of
an approximate or parameterized version of the full
model. The advantages of such an approach are evi-
dent: the hybrid model can be expressed by a set of

explicit algebraic equations, while some of the com-
plexity and skill of the full model is retained through
the regression. However, the pitfall of any approxima-
tion or parameterization is that its validity is strictly
limited to the range of conditions over which it was
developed.

With a view to the divergent demands on future foot-
print models, and from the perspective of the current
state-of-the-art, a number of problems and desirable
research directions for footprint modeling emerge:

• There is a general need for footprint model valida-
tion. Data for such validations could be provided
by tracer release experiments where both concen-
trations and scalar fluxes are measured. A small
number of suitable tracer experiments exist for
dispersion in a homogeneous surface layer over
short vegetation. No validation data are currently
available for forest canopy footprint models. An
alternative to tracer releases that can provide some
insight is the further development of LES applica-
tions towards the simulation of realistic scenarios.

• Footprint models that are applicable to tall vegeta-
tion need to become more realistic. This objective
requires a better understanding of the turbulence
structure in forest canopies. LS models adapted to
forest canopies are dependent on ad hoc assump-
tions about the profiles of turbulence statistics, and
on local isotropy of small-scale turbulence, which
are not strictly warranted. Important issues that
hamper progress along these lines include exper-
imental difficulties, spatial heterogeneity, clumpi-
ness of the vegetation, and instationarity of canopy
layer turbulence.

• The problem of horizontal inhomogeneity in the
flow field needs to be addressed. Both backward
Lagrangian models and LES-based footprint eval-
uations can cope with horizontal inhomogeneity
in principle, but this needs to be demonstrated in
practice. Forward Lagrangian models can handle
horizontally inhomogeneous flow only at great
computational expense. One challenge here is that
the range of heterogeneous geometries is infinite.
Generalizations tend to be either impossible or
trivial.

• Forest edges or gaps are common within the “ex-
pected footprint” of many tower-based flux mea-
surements. Their effect on the footprint is largely
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unknown. Again, LES applications can provide
guidance in principle, but the computational ex-
pense, and lack of turbulence data for validation are
immense obstacles. The applicability of backward
LS models in this context needs to be explored,
but the lack of turbulence information is bound to
remain a limiting factor.

• The influence of topography on flux footprints has
been largely ignored to date. With many FLUXNET
sites situated in topographically exposed or steep
terrain, this issue is rapidly moving to the center.

This list of footprint modeling issues is by no means
meant to be exhaustive. Most of the problems and
challenges are interrelated and all of them are at the
center of inquiry in the “new” micrometeorology of
the real-world.
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