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Accurate simulation of variations in planetary boundary layer (PBL) depth is important for

weather prediction and climate studies as well as for carbon cycle analysis. The PBL is

difficult to represent in global models because of the need to represent strong gradients

associated with capping inversions at arbitrary heights everywhere. Bulk parameterizations

of boundary layer processes are therefore an attractive solution. We evaluated a bulk PBL

parameterization locally by prescribing horizontal advective tendencies from high-fre-

quency regional meteorological analyses, and running the PBL formulation in a single-

column version of a climate model. We compared simulated variations in PBL depth to

observations of radar reflectivity and vertical profiles of CO2 made at a tall tower in northern

Wisconsin during 1999. The model captures many features of the observed diurnal and

synoptic variability, but tends to underestimate mid-day maxima in PBL depth. Observed

late afternoon collapse of the PBL due to decoupling from an underlying stable surface layer

is not simulated. The model underestimates mid-day mixing during calm conditions,

suggesting underestimation of buoyancy forcing. Conversely, it overestimates PBL depth

under windy conditions, suggesting the parameterization is overly sensitive to shear

forcing. Global model simulations cannot be compared to specific dates, but monthly mean

diurnal cycles show reasonably good agreement to observations at this site. The simulated

PBL in the GCM is generally too shallow at mid-day during the summer months, but is well

simulated in spring (when it is deeper than summer) and autumn (when it is shallower than

in summer). Seasonal rectifier forcing is slightly underestimated by the model at this site.
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1. Introduction

The turbulent planetary boundary layer (PBL) mediates the

exchanges of heat, water, momentum and carbon between the

Earth’s surface and the overlying atmosphere. Accurate

simulation of the depth of the PBL and the vertical fluxes of

momentum and scalar quantities (e.g., energy and water) at the
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surface and the PBL top are important for numerical weather

prediction and climate modeling. Numerical simulation of

global or even regional PBL dynamics is challenging because

proper representation of surface layer ventilation and turbulent

entrainment at the PBL top require very high-vertical resolution

of a small fraction of the column. On the other hand, enhanced

vertical resolution is ‘‘wasted’’ over most of the daytime mixed
d.
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layer, where gradients of most quantities are small. One can

imagine an ideal model structure with many layers close to the

surface, one or a very few layers through the mixed layer, many

more layers near the PBL top, and relatively coarse layers to

represent the overlying free troposphere.

Unfortunately, it is impractical to place ‘‘extra’’ layers in a

model to represent strong gradients and turbulent entrain-

ment processes, because the height at which these occur

varies by more than an order of magnitude. In a global model,

the extra layers would need to be simultaneously available

100 m aloft in very stable conditions such as windless nights

over ice sheets, in the mid-troposphere over the summer

deserts, and everywhere in between. Instead of ‘‘packing’’ the

bottom half of the simulated atmospheric column with

extremely high-vertical resolution (most of which is used to

represent weak gradients), an alternative approach is to

represent the PBL using a ‘‘zero-order jump model’’ with a

discontinuity in predicted quantities across its top (e.g., Lilly,

1968; Geisler and Krause, 1969; Tennekes, 1973). Bulk PBL

models predict the strength of the capping inversion and the

jump in properties as well as the depth of the mixed layer (e.g.,

Suarez and Arakawa, 1983; Randall et al., 1985, 1989, 1998;

Betts, 2000). The advantage of bulk models is that they place

the resolution exactly where it is needed (at the variable PBL

top), but the disadvantage is that there is no resolution of

vertical variations below this level. This approach has recently

been extended to a multilayer treatment with a ‘‘stretched’’

coordinate that moves with the PBL top (Boezio et al.,

submitted for publication). Their model retains the advantage

of treating the PBL top as a coordinate surface, but allows

separate treatment of the surface layer, mixed layer, and

entrainment layer and avoiding loss of resolution over the

lower troposphere when mixing is very deep.

Seasonal and diurnal variations of PBL depth over land are

driven in large part by variations in solar radiation at the

surface, which also drives variations in photosynthesis and

therefore, net ecosystem exchange (NEE) of CO2. The common

radiative driver of PBL energy and biogeochemistry leads to

strong covariance between carbon fluxes and vertical mixing

that result in time-mean vertical gradients of CO2 by a process

analogous to an electrical rectifier. The analogy refers to

sinusoidal forcing (alternating current/net ecosystem exchange

of carbon) being processed (by a diode/diurnal and seasonal

cyclesof PBL depth) that leads to truncationof the minima inthe

forcing and produces a ‘‘rectified response (unipolar current/

accumulated CO2 near the surface). Spatial gradients in mixing

ratio arising from covariance between NEE and the depth of PBL

mixing are a leading source of uncertainty in regional carbon

balance derived by tracer transport inversion of atmospheric

CO2 (Denning et al., 1995, 1996, 1999; Law et al., 1996; Law and

Raymer, 1999; Gurney et al., 2003).

The WLEF tower site in northern Wisconsin has become the

world’s first atmospheric ‘‘rectifier observatory.’’ It been

instrumented for nearly a decade to provide continuous

observations of variations in turbulent fluxes of carbon, water,

energy, and momentum (e.g., Davis et al., 2003), vertical

profiles of wind and scalars throughout and above the surface

layer (e.g., Bakwin et al., 1998) and the height of the capping

inversion under fair weather conditions (Angevine et al., 1998;

Yi et al., 2000, Zhang, 2002). Yi et al. (2004) compared
observations of PBL depth and the change in CO2 across the

PBL top from tower and aircraft data to calculations made with

the Colorado State University (CSU) General Circulation Model

(GCM) (Denning et al., 1996). They showed that the GCM

substantially underpredicted the depth of the PBL and the

strength of the CO2 jump at the PBL top. They suggested that

the seasonal rectifier effect might actually be stronger than

simulated by the CSU GCM, which exhibits this effect more

strongly than many other global models used for CO2

inversions (Law et al., 1996; Gurney et al., 2003). If this result

applies generally to temperate land–atmosphere interactions,

it would appear to have significant implications for the

interpretation of the global carbon budget. Strong rectification

in models used for tracer transport inversion requires stronger

terrestrial sinks in the northern middle latitudes and (by global

mass balance) stronger tropical sources or weaker ocean sinks

(Denning et al., 1995, 1999; Gurney et al., 2003).

Interpretation of the rectifier comparison of Yi et al. (2004)

is complicated by several mismatches between the simulation

and the observations. The radar observations of PBL depth can

only be made under fair weather conditions, whereas the GCM

simulates all conditions. The large-scale forcing of mean

vertical velocity, thermal structure, and surface fluxes is also

completely different between the model and the observations,

except in the climatological sense, because the GCM does not

simulate actual weather events for particular years but rather

its own internally consistent weather and biogeochemistry.

The PBL depth in the GCM was limited arbitrarily to a

maximum fraction of the atmospheric column to prevent

attendant loss of vertical resolution. This limit in the GCM

merely passes PBL properties associated with very deep mixed

layers upward into the next model level, but complicates the

comparison with observations.

In this paper, we evaluate simulations of PBL depth in the

CSU GCM in more detail. To compare more directly with the

observations, we first ran the PBL parameterization from the

CSU GCM ‘‘offline,’’ in a single-column framework in which we

replaced the dependence of column processes on horizontal

derivatives with forcing derived from a regional meteorolo-

gical analysis system. This framework allows us to compare

diurnal and synoptic variations in boundary layer depth to

radar and tower observations made on specific days. We also

compared PBL depth at the appropriate grid cell from a global

simulation, but this was only possible in the monthly mean. In

the following section, we describe the data we used, the model

structure, and the interface to the regional meteorological

analysis. In Section 3, we compare the simulated and observed

variations of PBL depth over the WLEF site using the single-

column model for the summer of 1999, and discuss possible

interpretations for the discrepancies between them. We

present results of our global simulation in Section 4, and

summarize our conclusions and interpretations in Section 5.
2. Methods

2.1. Observations

Since 1994, continuous CO2 mixing ratio measurements have

been performed from the WLEF-TV tower at 11, 30, 76, 122, 244
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and 396 m by two high-precision Li-COR 6251 CO2 analyzers

(Bakwin et al., 1998). Micrometeorological data and eddy

covariance flux have been measured at three levels, 30, 122

and 396 m, since 1996 (Berger et al., 2001; Davis et al., 2003). A

radar and radio-acoustic sounding system (RASS) was oper-

ated continuously about 8 km east of the tower during two

periods from mid-March and the beginning of November in

1998 and 1999 (Angevine et al., 1997; Yi et al., 2001, 2004). The

profiler is a 915 mHz Doppler radar, designed to respond to

fluctuations of the refractive index in clear air. From the

reflectivity of the radar signal, the top of the PBL depth can be

determined fairly accurately under good weather conditions.

The profiler is very sensitive to large cloud droplets and rain

drops so PBL depth cannot be determined during precipitation

events or in the presence of fog or low clouds.

The radar profiler is unable to detect features shallower

than 400 m above the ground, which limited the measure-

ments of mixed-layer depth to mid-day. The vertical profile of

CO2 mixing ratio observed at six levels on the tower usually

exhibited a very strong gradient (5–50 ppm between adjacent

levels) in the nocturnal stable layer, with a sharp transition to

a weak gradient in the overlying residual layer. We used this

transition to identify the top of the stable layer in the data.

Following the method of Yi et al. (2001, 2004), we defined the

top of the stable surface layer as the midpoint of the

uppermost pair of measurement levels for which the

difference was greater than a threshold value. We experi-

mented with different thresholds, comparing automatic stable

layer detection with visual inspection of the profiles. Vertical

variation of CO2 above the stable layer was usually less than

1 ppm, but infrequent events of short duration required

setting a slightly higher threshold. We found that setting

the threshold for level-to-level differences to 3 ppm reliably

distinguished between the steep gradients in the stable layer

and the much weaker gradients aloft. On many mornings, a

mixed layer begins to form at the base of the tower (CO2 mixing

ratio differences at adjacent measurement levels of less than

3 ppm) while a stable layer (mixing ratio difference greater

than 3 ppm) is still defined on the upper portions of the tower.

Under these conditions, we report both a stable layer depth

and a mixed-layer depth.

From the radar profiler data, we obtained 35 days of hourly

estimates of mixed-layer depth during daytime (11 in July, 12

in August, and 12 in September). We were able to reconstruct

nocturnal stable layer (and early morning mixed layer) depths

for most nights from the tower CO2 profiles.

2.2. Single-column model

We performed a series of numerical simulations using a

single-column model (SCM), which is simply one grid column

of the Colorado State University (CSU) General Circulation

Model (GCM). The SCM comprises the full GCM ‘‘physics’’, but

advective tendencies in temperature, water vapor, and other

prognostic quantities that would ordinarily be computed using

neighboring grid columns are instead prescribed as ‘‘forcing’’

from another source. This approach allows us to isolate

problems with physical parameterizations from other com-

ponents of the global model. Single-column models have been

used as computationally inexpensive testbeds to evaluate
cloud models and other physical parameterizations (Randall

et al., 1996; Ghan et al., 2000).

The radiation parameterization in the SCM follows Harsh-

vardhan et al. (1987). The cumulus cloud parameterization is

based on Arakawa and Schubert (1974), revised with ice phase

microphysics (Randall and Pan, 1993), prognostic convective

closure, and multiple cloud-base levels (Ding and Randall,

1998). Stratiform clouds (including prognostic cloud droplets,

ice crystals, and hydrometeors) are parameterized as

described by Fowler et al. (1996) and Fowler and Randall (2002).

The PBL depth is a prognostic quantity in the model and is

computed from a mean mass budget:

@

@t
d pM ¼ �r � ðVMd pMÞ þ gðE�MBÞ

where dpM is the pressure depth of the PBL, VM the PBL wind

vector, E the PBL top entrainment rate, and MB is the net

convective mass flux out of the PBL. Changes in the mass of

the PBL result from the net large-scale convergence/diver-

gence, the entrainment of air from above the PBL top, and

the loss of mass due to convection. The turbulent entrainment

rate is calculated from a prognostic equation for the turbulent

kinetic energy (TKE), e ¼ 1=2ðu02 þ v02 þw02Þ, which is obtained

by integrating the TKE conservation equation over the depth of

the PBL (Randall et al., 1989, 1998; see also Boezio et al., sub-

mitted for publication):

g�1d pM

@eM

@t
þ EeM ¼ P�N� D

where eM is the vertically averaged turbulent kinetic energy

(TKE), P the gross production of TKE by buoyancy and shear, N

is consumption by downward buoyancy fluxes, and D repre-

sents dissipation of TKE. The particular definitions of P and N

as well as the details of the entrainment rate parameterization

can be found in the aforementioned references, but we note

here that the entrainment rate is proportional to the square

root of the TKE, and is reduced as the PBL-capping inversion

becomes sharper. Also, this formulation allows for the

entrainment rate to become negative, which is particularly

important in the transition from unstable to stable conditions

in late afternoon and early evening when PBL ‘‘shallowing’’

typically occurs. Buoyancy and shear production of TKE in the

SCM are diagnosed from surface and PBL top fluxes of virtual

dry static energy and momentum. Although the global model

includes a land-surface parameterization (the simple bio-

sphere model, Sellers et al., 1996), we chose to prescribe the

surface fluxes of energy, moisture, and momentum from

observations based on eddy covariance measurements (Davis

et al., 2003). This allows us to focus on boundary layer physics

rather than surface processes in attributing model-data mis-

matches. The presence of PBL clouds affects the radiative

parameterizations, the entrainment rate (through enhanced

cloud-top radiative cooling and latent heating), and the

exchange of mass with the layer above the PBL as a result

of layer cloud instability (Randall, 1987; Randall et al., 1998). If

the temperature lapse rate is dry convectively unstable, an

adjustment process is initiated that redistributes moisture

and enthalpy vertically to restore stability.

The model uses a generalized sigma vertical coordinate

(Suarez and Arakawa, 1983) in which the surface is assigned



a g r i c u l t u r a l a n d f o r e s t m e t e o r o l o g y 1 4 8 ( 2 0 0 8 ) 2 0 6 – 2 1 5 209
s = 2, the PBL top is assigned s = 1, and 100 hPa is assigned s = 0

(the model top in the simulations here was set at 51.3 hPa,

which was assigned s = �1). For 0 < s < 1, layer boundaries are

defined as fractions of the atmospheric mass between 100 hPa

and the PBL top. As the surface pressure or the PBL depth

change, these ‘‘free troposphere’’ layers grow and shrink.

When the PBL grows deeper, the free tropospheric mass

between the capping inversion and 100 hPa shrinks. In the

simulations presented here, we used 17 layers in the vertical:

one for the PBL, two ‘‘stratospheric’’ layers above 100 hPa, and

14 ‘‘accordion-like’’ layers in the free troposphere in between.

In global simulations, the boundary layer is limited to 20% of

the mass below 100 hPa to prevent loss of resolution in the

lower troposphere as PBL mass grows at the expense of upper

levels. Yi et al. (2004) noted that predicted mid-day PBL depths

were consistently less than observed. For the simulations

presented here, we relaxed the limit of maximum PBL depth to

25% of the mass below 100 hPa (about 2 km).

2.3. Regional analyses

We used hourly analyzed weather information from the Rapid

Update Cycle (RUC), a high-frequency mesoscale analysis and

forecast model system, operated by the National Center for

Environmental Prediction (NCEP), to provide lateral boundary

forcing for SCM simulations. The RUC assimilates recent

observations aloft, such as aircraft data or profilers, and at the

surface, such as synoptic data over the United States and

surrounding areas, to provide high frequency updates of

current conditions and short-range forecasts using a mesos-

cale weather prediction model (Benjamin et al., 1999). RUC

analyses have 40-km horizontal grid spacing, and are run with

40 vertical levels in a hybrid isentropic-sigma coordinate.

Available output is interpolated to 37 standard pressure levels.

The RUC analyses have the advantage of assimilating high-

frequency observations, and are available at much higher

frequency than any other operational meteorological product.

On the other hand, these are operational analyses, not

‘‘reanalysis’’ data as are available for other operational

products. They are therefore subject to unpredictable periods

of missing data and changes due to updates in the forecast

model.

We used the RUC analyses to prescribe horizontal

advective forcing to the SCM for the mass, temperature, water

vapor, cloud liquid water, cloud ice, and hydrometeors in each

model layer. This was done using the flux form of the

conservation equation (Randall and Cripe, 1999):

@q
@t
¼ � ðV � rqÞobs þ qðr �VÞobs þ

@

@ p
ðvobsqÞ

� �
þ P

vobsð pÞ ¼ �
Z p

0
ðr �VÞobs d p

where q is a prognostic variable, V the horizontal wind vector,

p the pressure, P the production of q and v is the vertical

velocity. Continuous timeseries of RUC analyses were avail-

able for four periods: 1–31 July, 15–27 August, 1–9 September

and 14–28 September. We performed SCM simulations for

each of these periods, and present comparisons of simulated

and observed variations in PBL depth in the next section.
2.4. Global model experiment

We performed a 1-year numerical simulation with the global

CSU GCM to evaluate the climatology of the simulated depth of

the PBL with respect to mean diurnal cycles from the

observations. The GCM has changed significantly from the

version used by Denning et al. (1996), whose results were

analyzed by Yi et al. (2004). The most significant change is the

introduction of a completely new dynamical core based on a

geodesic grid (Ringler et al., 2000; Randall et al., 2002). The new

dynamical core was introduced after the TransCom 3 experi-

ment, so caution should also be used in applying our

comparison here to inverse modeling results presented by

Gurney et al. (2003). The PBL parameterization remains

essentially unchanged, so the comparison to seasonal and

diurnal cycles should be applicable within the limits of the

overall climate of the model. For consistency with the SCM

simulations, we relaxed the limit on PBL depth to 25% of the

atmospheric column below 100 mb (as compared to 20% in

Denning et al., 1996; Gurney et al., 2003).

Synoptic variations associated with transient weather

disturbances should not be interpreted, as the GCM simulation

does not represent any specific year. To compare the model

simulation to the observations, we sampled the model at the

latitude and longitude of the WLEF tower and computed

hourly means throughout the year. Monthly means were

calculated for each hour of the day after selecting for hours

without precipitation, because PBL depth could not be

estimated from the radar reflectivity during precipitation

events. We compared these selected monthly mean diurnal

cycles to means for each hour during 1998 estimated from the

radar data as available.
3. Single-column model evaluation

Simulated and observed PBL depths for the entire 3-month

period are presented in Fig. 1. Both the model and the

observations show a strong diurnal cycle, as expected, and

there is substantial day-to-day variability in maximum mixed-

layer depth. Thereare manydaysfor which the observations are

only available during the night. Near-surface winds produce

shear that favors deeper mixing. Winds were variable through-

out the period (Fig. 2), and generally lower in August and

September than in July. Winds were relatively calm during

several periods (e.g., 10–12 and 17–22 July; 17–21 and 24–25

August; 5–6, 11, 15–16, 20 and 23 September), and the simulated

PBL depth tends to be shallower than usual during these

periods. Sensible heat flux also promotes mixing via buoyancy

forcing. Sensible heat flux showed strong diurnal and synoptic

variations (Fig.3),with daytime maximausuallybetween 50and

200 W m�2. Several days exhibited weak winds (shear forcing)

and sensible heat fluxes (buoyancy forcing), and consequently

the simulated PBL was quite shallow thosedays (8and 29 July, 18

August and September 19).

Over the entire period, the model tends to overestimate the

PBL depth under stable conditions and to underestimate it

under strongly unstable conditions (Fig. 4). The overall

comparison of simulated and observed PBL depth reveals

three regimes. Much of the time, the model captures the



Fig. 1 – Hourly timeseries of simulated (thick gray lines) and

observed (thin black lines) PBL depth (m) for July, August,

and September of 1999. Observed PBL depth was

estimated during daytime from radar reflectivity

timeseries for nonprecipitating days when available and

from vertical profiles of CO2 on the tower during stable

periods.

Fig. 2 – Hourly timeseries of wind speed (m sS1) observed at

the WLEF-TV tower for July, August and September of

1999. Available measurements made at 30, 122 and 396 m

were averaged for each hour.
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observed variability fairly well, though there is a tendency to

underpredict the mixed-layer depth in the central part of

Fig. 4. Another regime is apparent in which the observed PBL is

more than 2 km deep, but the SCM simulates a mixed layer of

only 800–1500 m depth. A vertical ‘‘line’’ along the right edge of

Fig. 4 suggest that the SCM still suffers from ‘‘truncation’’ of

PBL depth due to the effects of the limit of PBL depth at 25% of

the model atmosphere below 100 hPa (about 2.2 km, see

Section 2.2 above). Finally, there are many points along the

bottom of Fig. 4 for which the model simulates PBL depths up

to 2 km or more, but for which the observations indicate a

stable inversion which produces sharp CO2 gradients seen by

the instruments on the tower. The granularity of the

measurements can be seen in this regime, with discrete

values of observed PBL depth corresponding to instrument

placement.

The reasons for some of the various types of model error

can be better understood by analyzing monthly mean diurnal

cycles of observed and simulated PBL depths (Fig. 5). The

observed diurnal cycle is characterized by the rapid growth of

the mixed layer during the morning followed by relatively

steady values of about 1.5 km all afternoon. There is very little

change in observed mid-day mixed layer depth from month to
month. The simulated mixed layer begins to form at about the

right time, but tends to grow more slowly than in the

observations, so that the model underestimates the PBL depth

all morning in all months. Mid-day mixed layer depths are well

simulated on average in July, but are underestimated in

August and September. In those months, the simulated PBL

grows steadily from sunrise until the late afternoon. In early

evening (19 LT in July, 18 LT in August and 17 LT in September),

a stable layer is observed to form, undercutting the mature

mixed layer from beneath. This phenomenon cannot occur in

the model, due to the bulk representation of the PBL. Mass

flows upward by negative entrainment through the coordinate

surface that represents the PBL top in the model, but this

process is fairly slow, and five or six hours is required to

‘‘deflate’’ the PBL to observed values near midnight. This

period in late evening and up to midnight is responsible for the

rectangular region of SCM overestimates of PBL depth in Fig. 4.

After midnight, the model is quite successful in simulating the

very shallow stable layer that is revealed by the gradients of

CO2 observed at the tower. In the morning, these gradients

document the formation of a mixed layer that forms below the

capping inversion of the nocturnal stable layer. On average,

the stable layer persists for 2–3 h after the initiation of shallow

mixing at the base of the tower.

Further insight about the model behavior can be gleaned by

examining timeseries for particular days (Fig. 6). On three of

the days presented (12 and 17 July and 16 September), the



Fig. 3 – Hourly timeseries of surface sensible heat flux

(W mS2) computed from eddy covariance measurements

corrected for heat storage below each instrument at the

WLEF-TV tower for July, August, and September of 1999.

Available measurements made at 30, 122 and 396 m were

averaged for each hour.

Fig. 5 – Monthly mean diurnal cycles of simulated (heavy

line) and observed (symbols) PBL depth (m) at the study

site for July, August and September 1999. Observed mixed

layer was estimated from radar reflectivity when

available, and from vertical profiles of CO2 measured at the

tower in early morning. Stable layer depths were

estimated from CO2 profiles. Error bars indicate the

standard deviation of the daily values at each hour.

Simulated PBL depths were averaged over

nonprecipitating hours to match the sampling limitation

of the radar.
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model successfully captures the morning growth and after-

noon maximum depth of the mixed layer. On 2 days (20 and 25

August), the model severely underestimates afternoon PBL

depth. The synoptic situation on both of these days consisted

of high pressure. Both days were exceptionally calm, with

mid-day winds in the RUC analyses used to force the SCM less
Fig. 4 – Observed vs. simulated PBL depth (m) at each hour

for which both a measurement and a simulation were

available during the study period. The heavy black line

indicates perfect agreement.
than 2 m s�1 on 20 August and less than 1 m s�1 on 25 August,

yet the observed mixed layer was more than 2.5 km deep as

documented by the radar. By contrast, the simulated mixed

layer is too deep on the afternoons of 2 July and 22 July. On both

of those days, the radar indicated the PBL became progres-

sively shallower through the afternoon whereas the model PBL

deepened or remained deep. Maximum sensible heat flux was

not anomalous on any of these 4 days. Both of these

afternoons were characterized by increasing winds, and both

were followed by warm frontal passages and rain overnight.

Although advective effects are in principle accounted for

through the analyzed lateral boundary forcing, it is possible

that synoptic forcing played a role in the observations that was

not correctly represented in the model. The tendency of the

model to underestimate mid-day PBL depth on calm days and

overestimate it on windy days suggests that the SCM boundary

layer parameterization is overly sensitive to shear forcing.

Finally, on 17 September, the observations indicate a fairly

ordinary fall day with a maximum mixed layer depth of about

1300 m shallowing to about 900 m in late afternoon and the



Fig. 6 – Simulated (heavy line) and observed (symbols) variations of PBL depths at the study site for eight specific days during

the summer of 1999.
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formation of a stable surface layer at 18:00 LT. The model fails

to switch into negative entrainment that evening, and the

simulated PBL remains about 1400 m deep until the next

morning, when it rapidly deflates just before dawn (not

shown). This behavior is also noted on the nights of 1–2, 7–8

and 8–9 September (see Fig. 1). On the evening of 17 September,

stratiform rain fell in the SCM simulation from about 18 LT

until early morning, but no precipitation was observed at the

site. Changes in vertical motion and temperature structure

associated with this precipitation may be responsible for the

failure of the model to generate a stable layer in this case. The

synoptic charts for this case show that the region was under

high pressure, so incorrect lateral boundary forcing from the

RUC analyses is a distinct possibility.
4. Global model evaluation

At the grid cell containing the WLEF tower site, the global

model successfully captures the phase of the diurnal cycle

of PBL depth (Fig. 7). Mid-day maxima are best captured in

April, September, and October, but the GCM systematically
underestimates maximum PBL depths by 15–35% during

May through August. This period is characterized by lower

Bowen ratios of surface fluxes, with weaker buoyancy

forcing than during April. The tendency of the model to

underestimate changes associated with buoyancy forcing

was also noted in the day-to-day variations in the SCM

simulations, and may indicate a systematic model defi-

ciency. The observations show very little seasonal variation

in maximum PBL depth, with typical values of 1700–2000 m

on clear days throughout spring and summer. In September,

when net radiation decreases, maximum PBL depths are

observed to decrease to about 1500 m, and reach only about

1300 m in October.

Observations of the depth of vertical mixing by PBL

turbulence are not available in winter, so quantitative

assessment of strength of the seasonal rectifier effect in the

GCM is not possible. The simulated carbon flux is a maximum

sink in July and a maximum source in October (Denning et al.,

1996; Yi et al., 2004). To the extent that these endpoints

represent the effects of the entire seasonal cycle, the model

slightly underestimates the seasonal rectifier forcing because

of its tendency to underestimate mixing during the growing



Fig. 7 – Simulated (black line) and observed (open symbols) monthly mean diurnal cycle of PBL depth at the study site. Data

are averages of estimated depths of the mixed layer during the day and of the stable layer at night computed from available

observations by time of day in 1998. Error bars indicate the standard deviation of the observations for each time. Global

simulation was sampled at the WLEF location, and a monthly mean determined for each time of day from hourly means

without precipitation. Hours for which fewer than 7 days without precipitation were simulated are not plotted.
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season. This interpretation is tenuous however, because it

only applies to clear days when the comparison to radar data

can be made, and because winter months are not observed.

The effect of seasonal rectification on the observed distribu-

tion of CO2 at the remote marine locations of most of the flask

stations also depends on the horizontal transport of season-

ally stratified air for many thousands of km, so the impact of

the slight underestimate of rectifier forcing at this site is

difficult to extrapolate to the global CO2 inversion problem.
5. Discussion and conclusions

We compared the bulk boundary layer model used in the CSU

GCM to estimates of PBL depth obtained from observations of

radar reflectivity and vertical gradients of CO2 in the lowest

400 m of the atmosphere at the WLEF tower. The model

captures observed variations in PBL depth on diurnal,

synoptic, and seasonal time scales reasonably well, both

when forced with regional meteorological analyses for specific

days and in free-running global simulations. The depth of the

nocturnal stable layer is surprisingly well simulated. Morning

growth of the PBL by turbulent entrainment is often slower in

the model than in the observations, and the late afternoon

collapse of the PBL due to the formation of a stable surface

layer cannot be simulated by the bulk model presented here.

The adoption of a layered PBL model such as the one proposed
by Boezio et al. (submitted for publication) would allow this

late-day decoupling phenomenon to be represented.

We note a general tendency to underpredict PBL depth

during mid-day, on average, during growing season, but not

during spring and fall. The underestimation of mid-day PBL

depth is most pronounced on very calm days with strong

radiation loading. On some windy days, the single-column

version of the model overestimates PBL depth. The under-

estimation of PBL depth is not nearly as pronounced in the

simulations presented here as was found by Yi et al. (2004),

probably due to our decision to relax the maximum fraction of

the atmospheric column defined as the PBL to 25 from 20%.

This choice is quite arbitrary, and has less impact than it might

appear because when the model reaches this ‘‘lid’’ the PBL

simply mixes with the layer above. Taken together, the pattern

of slower than observed entrainment growth in morning,

underestimation of PBL depth on calm days, overestimation

on windy days, and the decrease in PBL depth during

the growing season when the Bowen ratio is low suggest

that the model systematically underestimates buoyancy

forcing of TKE.

Given the importance of accurate simulation of covariance

between surface carbon fluxes and PBL mixing for the CO2

inversion problem, quantitative evaluation of models used for

tracer transport inversion should be a high priority. It is

unlikely that many models can reproduce the rapid changes

and strong diurnal and synoptic variations in PBL depth
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observed at WLEF. Most transport models rely on forcing from

meteorological analysis only four times per day, with the

phase of diurnal variations tied to longitude because analyses

are available only at 0, 6, 12 and 18 Greenwich Mean Time. PBL

simulations driven by these data likely insufficient to resolve

some features of the observations.

Further efforts to quantify the rectifier effect in the real

atmosphere are needed, but collocated long-term observa-

tions of surface carbon fluxes, PBL depth, and vertical profiles

of CO2 are expensive and difficult to obtain. Quantitative

comparisons of model simulations to such observations are

also difficult due to sparse meteorological analyses with which

to drive local models and the inability of the GCM to simulate

specific days. The Atmospheric Radiation Measurement

Southern Great Plains site is appropriately instrumented for

NEE, CO2 and PBL depth during convective conditions (Acker-

man et al., 2004), though without a very tall tower stable layer

depths are unlikely to be well observed. It may be possible to

simulate longer experimental periods using nested mesoscale

simulations nudged at lateral boundaries. The interactions of

NEE, PBL depth, horizontal transport, and CO2 mixing ratio

could be compared using coupled ecosystem atmosphere

models at the mesoscale (e.g., Nicholls et al., 2004).
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